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UNIT IV  

ASSOCIATION RULE MINING AND CLASSIFICATION  

 

4.1 Mining Frequent Patterns, Associations and Correlations 4.2 Mining Methods 4.3 Mining 
Various Kinds of Association Rules 4.4 Correlation Analysis 4.5 Constraint Based Association 
Mining 4.6 Classification and Prediction 4.7 Basic Concepts - Decision Tree Induction 4.8 Bayesian 
Classification 4.9 Rule Based Classification 4.10 Classification by Back propagation 4.11 Support 
Vector Machines 4.12 Associative Classification 4.13 Lazy Learners 4.14 Other Classification 
Methods 4.15 Prediction 
 

 

4.1 Frequent Itemsets, Closed Itemsets, and Association Rules 
ü       

 

  A set of items is referred to as an itemset.   
 

   
 

ü       
 

  An itemset that contains k items is a k-itemset.     
 

ü  
    

 

    
 

  The set {computer, antivirus software} is a 2-itemset.    
 

ü   
       

 

  The occurrence frequency of an itemset is the number of transactions that contain the itemset.  
 

  
 

ü 
This is also known, simply, as the frequency, support count, or count of the itemset. 

   
 

   
 

 
 
 
 
 
 
 
 

 
Rules that satisfy both a minimum support threshold (min sup ) and a minimum 

confidence threshold (min conf) are called Strong Association Rules. 
In general, association rule mining can be viewed as a two-step process: 
1. Find all frequent itemsets: By definition, each of these itemsets will occur at least as  

frequently as a predetermined minimum support count, min_sup. 

2. Generate strong association rules from the frequent itemsets: By definition, these rules must  

satisfy minimum support and minimum confidence. 

 

Association Mining 
 
ü  

Association rule mining: Finding frequent patterns, associations, correlations, or causal structures among sets of
 

items or objects in transaction databases, relational 
databases, and other 
  
information repositories. 
ü   

  Applications:  Basket  data  analysis,  cross-marketing,  catalog  design,  loss-leader  analysis,  clustering, 
classification, etc.   

 
  

  Examples.  
 

  
 

 Rule form: ˈBody È Head [support, confidence]ớ.
 

  
 

 buys(x, ˈdiapersớ) È buys(x, ˈbeersớ) [0.5%, 60%]    

 

major(x, ˈCSớ) ^ takes(x, ˈDBớ) È grade(x, ˈAớ) [1%, 75%] 
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Association Rule: Basic Concepts  
 

ü     
 

  Given: (1) database of transactions, (2) each transaction is a list of items (purchased by a customer in a visit)   

  
 

ü    
 

  Find: all rules that correlate the presence of one set of items with that of another  set of items E.g., 98% of people  
 

 who purchase tires and auto accessories also get automotive services done  
 

ü 
Applications 

   
 

   
  

Maintenance Agreement (What the store should do to boost Maintenance Agreement sales) 
Home Electronics Ý * (What other products should the store stocks up?) Attached mailing in 
direct marketing Detecting ˈping-pongớing of patients, faulty ˈcollisionsớ  

Rule Measures: Support and Confidence 
 
ü  

Find all the rules X & Y Ý Z with minimum confidence and support Support, s, 
probability that a transaction contains {X 4 Y 4 Z}  

 
Confidence, c, conditional probability that a transaction having {X 4 Y} also contains Z 
Let minimum support 50%, and minimum confidence 50%, we have 

 

A Ý C  (50%, 66.6%) 

C Ý A (50%, 100%) 
 

Transaction ID Items 
Bought 2000 A,B,C  
1000 A,C  
4000 A,D  
5000 B,E,F  

Association Rule Mining: A Road Map 
ü  

Boolean vs. quantitative associations (Based on the types of values handled)  
 o buys(x, ˈSQLServerớ) ^ buys(x, ˈDMBookớ) È buys(x, ˈDBMinerớ) [0.2%, 

 

 60%]  o age(x, ˈ30..39ớ) ^ income(x, ˈ42..48Kớ) È buys(x, ˈPCớ) [1%, 75%] 
 

ü 
Single dimension vs. multiple dimensional associations (see ex. Above) 

ü 
Single 

 

  
 

level vs. multiple-level analysis 
ü  

o What brands of beers are associated with what brands of diapers? 
Various extensions 

o  Correlation, causality analysis 
Á  

Association does not necessarily imply correlation or causality o 
Maxpatterns and closed itemsets 
o  Constraints enforced 

Á  
E.g., small sales (sum < 100) trigger big buys (sum > 1,000)? 

 
Market ï Basket analysis 
 
 

A market basket is a collection of items purchased by a customer in a single transaction, 
which is a well-defined business activity. For example, a customer's visits to a grocery store or an 
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online purchase from a virtual store on the Web are typical customer transactions. Retailers 
accumulate huge collections of transactions by recording business activities over time. One 
common analysis run against a transactions database is to find sets of items, or itemsets, that appear 
together in many transactions. A business can use knowledge of these patterns to improve the 
Placement of these items in the store or the layout of mail- order catalog page and Web pages. An 
 
itemset containing i items is called an i-itemset. The percentage of transactions that contain an 
itemset is called the itemset's support. For an itemset to be interesting, its support must be higher 
than a user-specified minimum. Such itemsets are said to be frequent. 
 

Figure : Market basket analysis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Rule support and confidence are two measures of rule interestingness. They respectively 

reflect the usefulness and certainty of discovered rules. A support of 2% for association Rule means 

that 2% of all the transactions under analysis show that computer and financial management 

software are purchased together. A confidence of 60% means that 60% of the customers who 

purchased a computer also bought the software. Typically, association rules are considered 

interesting if they satisfy both a minimum support threshold and a minimum confidence threshold. 

 
4.2 Mining Methods 

 
The method that mines the complete set of frequent itemsets with candidate generation. 
Apriori property & The Apriori Algorithm.  
 
Apriori property  
ü  

All nonempty subsets of a frequent item set most also be frequent. 
 

o An item set I does not satisfy the minimum support threshold, min-sup, then I is not 
frequent, i.e., support(I) < min-sup  

 
o If an item A is added to the item set I then the resulting item set (I U A) can not 

occur more frequently than I.  
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  ü 
 

  

 
 
Monotonic functions are functions that move in only one direction. 

 
  

  ü  
  

  ü  
  

 ü 
 

  
This property is called anti-monotonic. 

  
If a set can not pass a test, all its supersets will fail the same test as well. 

  
This property is monotonic in failing the test. 

 

The Apriori Algorithm   

Å Join Step: Ck is generated by joining Lk-1with itself   
Å Prune Step: Any (k-1)-itemset that is not frequent cannot be a subset of a frequent k-itemset  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Example 
 
 
 
The method that mines the complete set of frequent itemsets without generation. 
 
Å Compress a large database into a compact,  Frequent-Pattern tree (FP-tree) structure  
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ï  highly condensed, but complete for frequent pattern mining  

ï  avoid costly database scans  

Å Develop an efficient, FP-tree-based frequent pattern mining method  

ï  A divide-and-conquer methodology: decompose mining tasks into smaller ones  

ï  Avoid candidate generation: sub-database test only!  
 
Example 5.5 FP-growth (finding frequent itemsets without candidate generation). We re-examine 
the mining of transaction database, D, of Table 5.1 in Example 5.3 using the frequent pattern 
growth approach. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure An FP-tree registers compressed, frequent pattern information. 
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Benefits of the FP-tree Structure 
 
Å Completeness:  

ï  never breaks a long pattern of any transaction  

ï  preserves complete information for frequent pattern mining  

Å Compactness  

ï  reduce irrelevant informationðinfrequent items are gone  

ï  frequency descending ordering: more frequent items are more likely to be shared  

ï  never be larger than the original database (if not count node-links and counts)  

ï  Example: For Connect-4 DB, compression ratio could be over 100   
Mining Frequent Patterns Using FP-tree 
 
Å General idea (divide-and-conquer)  

ï  Recursively grow frequent pattern path using the FP-tree  

Å Method  

ï  For each item, construct its conditional pattern-base, and then its conditional FP-tree  

ï  Repeat the process on each newly created conditional FP-tree  
 

ï Until the resulting FP-tree is empty, or it contains only one path (single path will 
generate all the combinations of its sub-paths, each of which is a frequent pattern)   

Major Steps to Mine FP-tree 

 
1) Construct conditional pattern base for each node in the FP-tree 2) 
Construct conditional FP-tree from each conditional pattern-base 
3)  Recursively mine conditional FP-trees and grow frequent patterns obtained so far 

Á   
If the conditional FP-tree contains a single path, simply enumerate all the patterns  

Principles of Frequent Pattern Growth 
 
Å Pattern growth property  

 
ï Let a be a frequent itemset in DB, B be a's conditional pattern base, and b be an 

itemset in B. Then a Ç b is a frequent itemset in DB iff b is frequent in B.   
Å ˈabcdef ớ is a frequent pattern, if and only if  

ï  ̍ abcde ớ is a frequent pattern, and  

ï  ̍ f ớ is frequent in the set of transactions containing ˈabcde ớ  
 

 

Why Is Frequent Pattern Growth Fast? 
 
Å Our performance study shows  

 
ï FP-growth is an order of magnitude faster than Apriori, and is also faster than tree-

projection  
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Å Reasoning  

ï  No candidate generation, no candidate test  

ï  Use compact data structure  

ï  Eliminate repeated database scan   
Basic operation is counting and FP-tree building 

 
4.3 Mining Various Kinds of Association Rules 

 
1) Mining Multilevel Association Rules  

For many applications, it is difficult to find strong associations among data items at low or  
 
primitive levels of abstraction due to the sparsity of data at those levels. Strong associations 
discovered at high levels of abstraction may represent commonsense knowledge. 

 

. Therefore, data mining systems should provide capabilities for mining association rules at 
multiple levels of abstraction, with sufficient flexibility for easy traversal among different 
abstraction spaces. 
 
Letôs examine the following example. 

 

Mining multilevel association rules. Suppose we are given the task-relevant set of 
transactional data in Table for sales in an AllElectronics store, showing the items purchased for each 
transaction. 

 

The concept hierarchy for the items is shown in Figure . A concept hierarchy defines a 

sequence of mappings from a set of low-level concepts to higher level, more general concepts. Data 

can be generalized by replacing low-level concepts within the data by their higher-level concepts, or 

ancestors, from a concept hierarchy. 
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Figure A concept hierarchy for AllElectronics computer items. 
 
 
 
 

Association rules generated from mining data at multiple levels of abstraction are called 

multiple-level or multilevel association rules. Multilevel association rules can be mined efficiently 

using concept hierarchies under a support-confidence framework. In general, a top-down strategy is 

employed, For each level, any algorithm for discovering frequent itemsets may be used, such as 

Apriori or its variations. 

 
¶ Using uniform minimum support for all levels (referred to as uniform support): The same 
minimum support threshold is used when mining at each level of abstraction. For example, in 
Figure 5.11, a minimum support threshold of 5% is used throughout (e.g., for mining from 

 
ñcomputerò down to ñlaptop computerò). Both ñcomputerò and ñlaptop computerò are found to 
be frequent, while ñdesktop computerò is not. 

 
When a uniform minimum support threshold is used, the search procedure is simplified. The 

method is also simple in that users are required to specify only one minimum support threshold. 

An Apriori-like optimization technique can be adopted, based on the knowledge that an ancestor 

is a superset of its descendants: The search avoids examining itemsets containing any item whose 

ancestors do not have minimum support. 
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¶ Using reduced minimum support at lower levels (referred to as reduced support): Each 

level of abstraction has its own minimum support threshold. The deeper the level of 
abstraction, the smaller the corresponding threshold is. For example, in Figure, the minimum 
support thresholds for levels 1 and 2 are 5% and 3%, respectively. In this way, ñcomputer,ò 
ñlaptop computer,ò and ñdesktop computerò are all considered frequent.     

  

  ¶ Using item or group-based minimum support (referred to as group-based support):    
Because users or experts often have insight as to which groups are more important than others, 
it is sometimes more desirable to set up user-specific, item, or group based minimal support 
thresholds when mining multilevel rules. For example, a user could set up the minimum 
support thresholds based on product price, or on items of interest, such as by setting 
particularly low support thresholds for laptop computers and flash drives in order to pay 
particular attention to the association patterns containing items in these categories.   

 
 
 

2) Mining Multidimensional Association Rules from Relational Databases and 
Data Warehouses  

 
 
 

We have studied association rules that imply a single predicate, that is, the predicate buys. For 
instance, in mining our AllElectronics database, we may discover the Boolean association rule 
 
 
 
 
 

Following the terminology used in multidimensional databases, we refer to each distinct 

predicate in a rule as a dimension. Hence, we can refer to Rule above as a single dimensional or 

intra dimensional association rule because it contains a single distinct predicate (e.g., buys)with 

multiple occurrences (i.e., the predicate occurs more than once within the rule). As we have seen in 

the previous sections of this chapter, such rules are commonly mined from transactional data. 

 
Considering each database attribute or warehouse dimension as a predicate, we can therefore 

mine association rules containing multiple predicates, such as 
 
 
 
 

 

Association rules that involve two or more dimensions or predicates can be referred to as 

multidimensional association rules. Rule above contains three predicates (age, occupation, and 

buys), each of which occurs only once in the rule. Hence, we say that it has no repeated predicates. 

Multidimensional association rules with no repeated predicates are called inter dimensional 

association rules. We can also mine multidimensional association rules with repeated predicates, 

which contain multiple occurrences of some predicates. These rules are called hybrid-dimensional 

association rules. An example of such a rule is the following, where the predicate buys is repeated: 
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Note that database attributes can be categorical or quantitative. Categorical attributes have a 

finite number of possible values, with no ordering among the values (e.g., occupation, brand, 

color). Categorical attributes are also called nominal attributes, because their values are ˈnames of 

things.ớ Quantitative attributes are numeric and have an implicit ordering among values (e.g., age, 

income, price). Techniques for mining multidimensional association rules can be categorized into 

two basic approaches regarding the treatment of quantitative attributes. 
 

Mining Multidimensional Association Rules Using Static Discretization of Quantitative  
Attributes  

 

Quantitative attributes, in this case, are discretized before mining using predefined concept 

hierarchies or data discretization techniques, where numeric values are replaced by interval labels. 

Categorical attributes may also be generalized to higher conceptual levels if desired. If the resulting 

task-relevant data are stored in a relational table, then any of the frequent itemset mining algorithms 

we have discussed can be modified easily so as to find all frequent predicate sets rather than 

frequent itemsets. In particular, instead of searching on only one attribute like buys, we need to 

search through all of the relevant attributes, treating each attribute-value pair as an itemset. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Mining Quantitative Association Rules 
 

Quantitative association rules are multidimensional association rules in which the numeric 

attributes are dynamically discretized during the mining process so as to satisfy some mining 

criteria, such as maximizing the confidence or compactness of the rules mined. In this section, we 

focus specifically on how to mine quantitative association rules having two quantitative attributes 

on the left-hand side of the rule and one categorical attribute on the right-hand side of the rule. 

That is, 
 
 

 

CS2032 Data warehousing and Data Mining Unit IV Page 10 


