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UNIT IV
ASSOCIATION RULE MINING AND CLASSIFICATION

4.1 Mining Frequent Patterns, Associations and Correlatb2sMining Methods 4.3 Mining
Various Kinds of Association Rule$.4 Correlation Analysis4.5 Constraint Based Association
Mining 4.6 Classification and Predictioh7 Basic ConceptsDecision Tree Inductiod.8 Bayesian
Classification4.9 Rule Based Classificatiof.10 Classificationby Back propagatiod.11 Support
Vector Machines4.12 Associative Classification.13 Lazy Learners4.14 Other Classification
Methods4.15Prediction

4.1 Frequent Itemsets, Closed Itemsets, and Association Rules
U

A set of items is referred to as id@mset.

“
g An itemset that contairlsitems is &-itemset
i The set fomputer, antivirus software$ a2-itemset

~ The occurrence frequency of damset is the number of transactions that contain the iter
u

This is also known, simply, as tifiequency, support count,or count of the.itemset.

supportiA=B) = PALB)
confidence(A=B) = P(B|A).

supportlAUR)  support_count{A UR)

support A ) suppori_count(A)

confidence(A=B) = P(BJA) =

Rules that satisfy both a minimum support threshwilioh Sup) and a minimum
confidence thresholdr(in conj are calledStrong Association Rules.

In general, association rule mining can be viewedta®astep process

1. Find all frequent itemsets: By definition, each of these itemsets will occur at least as
frequenly as a predetermined minimum support coumit)_sup

2. Generate strong association rules from the frequent itemsets: By definition, these rules must
satisfy minimum support and minimum confidence.

Association Mining

i

datab Assgciahtion rule mining Findingfrequent patterns, associations, correlations, or catrs@tures among sets afems or objects in transaction databases, relational
atabases, and other

information repositories.
u

Applications: Basket data analysis, crasmrketing, catalog design, lodeader analysis, clustering,

classification, etc.

Examples.

Rule form: 'Body E Head [supyg
buys/( x, "diapersé&é¢) E buys(x.
maj or ( x, "CS¢) N takmed) x[,1¢
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Association Rule: Basic Concepts

i
Given: (1)database of transactions, (2) each transaction is a list of items (purchased by a customer
i
Find: all rules that correlate the presence of one set of items with that of anotedrof items E.g98% of peopl:
who purchasdires and auto accessories also get automotive services done

Applications
Maintenance Agreeme(iVhat the store should do to boost Maintenance Agreement sales)
Home Electronics” * (What other products should the store stocks Aptarhed mailing in
direct marketipgnbDéi egt ohgpapiegts, faulty
Rule Measures: Support and Confidence

i
Find all the ruleX & Y ¥ Z with minimum confidence and support Suppsyt,
probability that a transaction contains X 4 Z}
Confidenceg, conditional (lorobability that a transaction having4X} also containsZ
Let minimum support 50%, and minimum confidence 50%, we have
AY C (50%, 66.6%)
CY A (50%, 100%)
Transaction ID Items
Bought 2000 A,B,C
1000 AC
4000 AD
5000 B,EF
Association Rule Mining: A Road Map
u
Boolean vs. quantitative associatigBased on the types of values handled)
obuys/(x, " SQLServero¢) ™~ buys/(x, "L
60%]oage ( x, ©30..39¢) ~ income( x, '
u

"
Single dimension vs. multiple dimensional associations (see ex. £  Single

level vs. multiplelevel analysis
u

~ 0 What brands of beers are associated with Wwhatds of diapers?
Various extensions _ )
o Correlation, causality analysis
A

Association does not necessarily imply correlation or causality
Maxpatterns and closed itemsets
o Constraints enforced
A

E.g., small sales (sum < 100) trigger big buys (suby080)?

Market i Basket analysis

A market basket is a collection of items purchased by a customer in a single transaction,
which is a weldefined business activity. For example, a customer's visits to a grocery store or an
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online purchase from a virtual store on the Web are typical customer transactions. Retailers
accumulate huge colleons of transactions by recording business activities over time. One
common analysis run against a transactions database is to find sets of itkemssetsthat appear
together in many transactions. A business can use knowledge of these patterpsote itne
Placement of these items in the store or the layout of oraiér catalog page and Web pages. An

itemset containing items is called an-itemset The percentage of transactions that contain an
itemset is called the itemsesapport For anitemset to be interesting, its support must be higher
than a usespecified minimum. Such itemsets are said to be frequent.

Figure : Market basket analysis.

Hmmm, which items are frequently
purchased together by my costomers?

milk o milk epps bread
il bread butter ) sugar eggs
milk B
Market analyst ==
Customer 1 Customer 2 Costomer 3 Customer n
SHOPPING BASKETS
computer = financiel_management _software support = 2%, con fidence = 60%]

Rule support and confidence are two measures of rule interestinginessrespectively
reflect the usefulness and certainty of discovered rules. A support of 2% for association Rule means
that 2% of all the transactions under analysis show that computer and financial management
software are purchased together. A confideotE&0% means that 60% of the customers who
purchased a computer also bought the software. Typically, association rules are considered
interesting if they satisfy both a minimum support threshold and a minimum confidence threshold.

4.2 Mining Methods

The method that mines the complete set of frequent itemsets with candidate generation.
Apriori property & The Apriori Algorithm.

Apriori property
u

All nonempty subsets of a frequent item set most also be frequent.
0 An item set | does not satisfy the minimum support threshold;somn then | is not
frequent, i.e., support(l) < misup

o |If an item A is added to the item set | then the resulting item set (I U A) can not
occur more frequently than I.
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i
~ Monotonic functions are functions that move in only one direction.

u

i This property is called anthonotonic.

i If a set can not pass a test, all its supersets will fail the same test as well.

This property is monotonic in failing the test.

The Apriori Algorithm
A Join Step: § is generated by joiningg-qwith itself

A Prune Step: Any @)-itemset that is not frequent cannot be a subset of a frecuitemhget

Algorithm: Apriorl. Find frequent itemsets using an iterative level-wise approach based on candidate

generation.
Input:
D, a database of transactions;
min_sup, the minimum support count threshold.
Output: L, frequent itemsets in D.
Method:

(1) Ly =find_frequent_l-itemsets(D});
(2)  for(k=21Lp 1 # dk++) {

(3) Cy. = apriori_gen(Lg_; );

(4) for each transaction s € D { // scan D for counts

(5) C, =subset{Cy, r): /! get the subsets of r that are candidates
(&) for each candidate c € G,

(7 ccount+--;

(8) +

(@) Ly = {c € Ci|c.count = minsup}

100 }

(11)  return L = Uglg;

procedure apriorigen(Ly_:frequent (& — 1)-itemsets)
(1) for each itemset f; € Ly

(2) for each itemsetl; < Ly,

(3) if”[ lll = lzlll) AR |2] = !3'2]) AL.Alh l‘: —2] = [2[1\—2]) Alh [k— II < I_'.\Ik - ll] then {
(4) c =1 » h;//join step: generate candidates

(5) if has_Infrequent_subsetic, Ly_) then

(6) delete c; // prune step: remove unfruitful candidate

(7) else add ¢ to C;

(8) }

(9) return Cy}

procedure has_infrequent_subset(c: candidate k-itemset;
Ly—y: frequent (k — 1 )-itemsets); // use prior knowledge
(1)  foreach (k—1)-subsetsof ¢

(2) ifs @ L;_ then
(3) return TRUE;
(4)  return FALSE;
Example
&) I
Scan I for Ttemset | Sup. Compare candidate Tiait | Sap.
The methodtthettimines the chrmplete set of frequent iterrsetd without generatior
candidate {12} 3 minimum suppart {12} 3
— EH 3 count
A Compress a large d tajase Jnto a compatquentaitern tree ( Fm'eﬁz#trucgtwe
CS2032 Page 4
973 (8] La
Generate (7 Teemaet Scan I for Itemset | Sup. Compare candidate Tiemeet | 55
candidates from W)} count of 111,12} 3 support with W)} zp-
I {I],II}} earh candidate {11,13} ) minimum support {12’13} 2
= (11,14} 5 {14} [ 1 count 214 | o2




Mining the FP-tree by creating conditional {sub-)pattern bases.

Sri Vidya Getegersitengifi@eing®&eT echholiiguildas frequas fistematetisrfiatture Notes)
15 {{12, 101}, {12, 10,13: 1)} (12:2,11: 2) 112,15: 2}, {11, 15: 2}, {12, 11, 15: 2}
4 highly!edhdéhded, but corfiplete for frequéldtidattern mining
13 avoitl tostlyltiatabass lscalast, 11: 2), (11:2) {12,134}, {11, 13:4}, {12,11, 13: 2]
A Developjand@fficient, Freebasatl ffequent patt@mimining method
A Tvite T OO et Tt ooy Y e COMp oS e Ty TS kS mo-smaller ones

i Avoid candidate generation: sulatabase test only!

Example 5.5FP-growth (finding frequent itemsets without candidate generation). Végamine
the mining of transactiodatabase), of Table 5.1 in Example 5.3 using the frequent pattern
growth approach.

The first scan of the database is the same as Apriori, which derives the set of fre-
quent items ( 1-itemsets) and their support counts ( frequencies). Let the minimum sup-
port count be 2. The set of frequent items is sorted in the order of descending support
count. This resulting set or fis¢ is denoted L. Thus, we have L ={{12: 7}, {11: 6}, {13: 6},
{14:2}, {15:2}}.

An FP-tree is then constructed as follows. First, create the root of the tree, labeled with
“null.” Scan database D a second time. The items in each transaction are processed in
L order (i.e., sorted according to descending support count), and a branch is created for
each transaction. For example, the scan of the first transaction, “T100: 11, 2, I5,” which
contains three items (12, I1, I5 in L order), leads to the construction of the first branch of
the tree with three nodes, {I12: 1}, (11:1}, and (I5: 1}, where 12 is linked as a child of the
root, I1 is linked to [2, and I5 is linked to I1. The second transaction, T200, contains the
items 12 and I4 in L order, which would result in a branch where I2 is linked to the root
and 14 is linked to 12. However, this branch would share a common prefix, 12, with the
existing path for T100. Therefore, we instead increment the count of the I2 node by 1, and
create a new node, {14: 1), which islinked asa child of (I2: 2. In general, when considering
the branch to be added for a transaction, the count of each node along a common prefix
is incremented by 1, and nodes for the items following the prefix are created and linked

accordingly.
null{}
Support
Item ID "_O?m Node-link I1:2
“‘ T * T 3
T
16!
361
4.2,
5124

Figure An FP-tree registers compressed, frequent pattern information.
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Benefits of the FRtree Structure

A Completeness:
I never breaks a long pattern of any transaction
i preserves complete information for frequent pattern mining

A Compactness
i reduce irrelevant informati@ninfrequent items are gone
i frequency descending ordering: more frequent items are more likely to be shared
i never be larger than the original database (if not countimdeand counts)
i Example: For Conneet DB, compression ratio could be over 100

Mining Frequent Patterns Using FRtree

A General idea (dividandconquer)
i Recursively grow frequemtattern path using the RRee
A Method
I For each item, construct its conditional pattbase, and then its conditional e
I Repeat the process on eachnewly created conditioraeEP.
I Until the resulting FRree is empty, or it contains only one path (single path will
generate all the combinations of its qudths, each of which is a frequent pattern)
Major Steps to Mine FP-tree

1) Construct conditional pattern base for each nodeé FPtree 2)

Construct conditional FHiree from each conditional pattelpase _

3) Recursively mine conditional Rirees and grow frequent patterns obtained so far
A

If the conditional FRree contains a single path, simply enumerate all the patterns
Principles of Frequent Pattern Growth
A Pattern growth property

i Let a be a frequent itemset in DB, B laés conditional pattern base, abhdbe an
itemset in B. Them Cis afrequent itemset in DB iff is frequent in B.

A " abcdefd i s a fregquent pattern, if and only if
i " abcde¢ i s a frequent pattern, and
I ~fo i s frequent in the abcdey of transaction

Why Is Frequent Pattern Growth Fast?

A Our performance study shows

i FP-growth is an order of magnitude faster than Apriori, and is also faster than tree
projection
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A Reasoning
i No candidate generation, no candidate test
I Use compact data structure
i Eliminate repeated database scan
Basic operation is counting and e building

4.3 Mining Various Kinds of Association Rules

1) Mining Multilevel Association Rules
For many applications, it is difficult to find strong associations among data items at low or

primitive levels of abstraction due to the sparsity of data at those levels. Strong associations
discovered at high levetdf abstraction may represent commonsense knowledge.

. Therefore, data mining systems should.provide capabilities for mining association rules at
multiple levels of abstraction, with sufficient flexibility for easy traversal among different
abstractiorspaces.

Let 6s examine the following exampl e.

Mining multilevel association rules. Suppose we are given the-rédekant set of
transactional data in Table for sales inAdiclectronicsstore, showing the items purchased for each
transaction.

The concet hierarchy for the items is shown in Figure . A concept hierarchy defines a
sequence of mappings from a set ofd@wel concepts to higher level, more general concepts. Data
can be generalized by replacing level concepts within the data by their inégrlevel concepts, or
ancestorsfrom a concept hierarchy.

TID [tems Purchased

T100  IBM-ThinkPad-T40/2373, HP-Photosmart-7660

T200  Microsoft-Office-Professional-2003, Microsoft-Plus!-Digital-Media
T300 Logitech-MX700-Cordless-Mouse, Fellowes-Wrist-Rest

T400  Dell-Dimension-XPS, Canon-PowerShot-S400

T500  IBM-ThinkPad-R40/P4M, Symantec-Norton-Antivirus-2003
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Figure A concept hierarchy fohllElectronicscomputer items.

Association rules generated from mining data at multiple levels of abstraction are called
multiple-level or multilevel association rules. Multilevel association rules camibed efficiently
using concept hierarchies under a supportfidence framework. In general, a {dpwn strategy is
employed, For each level, any algorithm for discovering frequent itemsets may be used, such as
Apriori or its variations.

1 Using uniform minimum support for all levels (referred to as uniform support): The same
minimum support threshold is ' used when mining at each level of abstraction. For example, in
Figure 5.11, a minimum support threshold of 5% is used throughout (e.g., for mining from

Acompudwetol apt op )cBotmpad mp @idelr dapt op arefoupdid er 0
be frequent, whiléi d e s kt o p iscnotmput er o

When a uniform minimum support threshold. is used, the search procedure is simplified. The
method is also simple. in thasers are required to specify only one minimum support threshold.
An Apriori-like optimization technique can be adopted, based on the knowledge that an ancestor
is a superset of its descendants: The search avoids examining itemsets containing anyséem who
ancestors do not have minimum support.

Level 1 :
min_sup = 5% computer [support = 109]

~ <

Level 2 J/
min_sup =5% g

laptop computer [support = 6%] ] [ desktop computer [support = 4%] ]

Multilevel mining with uniform support.
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1 Using reduced minimum support at lower levels (referred to as reduced supportEach
level of abstraction has its own minimum support threshold. The deeper the level of
abstraction, the smaller the corresponding threshold is. For example, in Figurenitiheimi
support thresholds for levels 1 and 2 are 5% and 3%, respectively. In thifwag,mp ut er , 0
Al aptop auingeslktr op accalhcpnsideed fequent.

9 Using item or group-based minimum support (referred to as groupbased supporj:

Because users or experts often have insight as to which groups are more important than others,
it is sometimes more desirable to set up specific, item, or group based minimal support
thresholds when mining multilevel rules. For example, a usaftdcset up the minimum
support thresholds based on product price, or on items of interest, such as by setting
particularly low support thresholds fdaptop computersand flash drivesin order to pay
particular attention to the association patterns comgiitems in these categories.

2) Mining Multidimensional Association Rules from Relational Databases and
Data Warehouses

We have studied association rules that imply a single predicate, that is, the piadisafter
instance, in mining ouhllElectronicsdatabase, we may discover the Boolean association rule

buys(X, “digital camera™) = buys(X, “HP printer™).

Following the terminology used in multidimensional databases, we refer to each distinct
predicate in a rule as a dimension. Hence, we can refer to Rule above as a single din@nsional
intra dimensional association rule because it contains a single distinct predicatbui@with
multiple occurrences (i.e., the predicate occurs more than once within the rule). As we have seen in
the previous sections of this chapter, such rulesammonly mined from transactional data.

Considering-each database attribute or warehouse dimension as a predicate, we can therefore
mine association rules containimultiple predicates, such as

w
&
I

: LTy AT 8 - P IO “w g o A Wi W
age(X, “20...29") A occupation(X, “student”) = buys(X, “laptop™).

Association rules that involve two or modé@nensions or predicates can be referred to as
multidimensional association rules. Rule above contains three predieg&soccupationand
buyg, each of which occursnly oncein the rule. Hence, we say that it has no repeated predicates.
Multidimensianal association rules with no repeated predicates are called inter dimensional
association rules. We can also mine multidimensional association rules with repeated predicates,
which contain multiple occurrences of some predicates. These rules are chligddingensional
association rules. An example of such a rule is the following, where the prduigaie repeated:

age(X, “20...29") A buys(X , “laptop”) = buys(X , “HP printer”)

CS2032 Data warehousing and Data Mining Unit IV Page 9



Sri Vidya College of Engineering & Technology, Virudhunagar Couse Material (Lecture Notes)

Note that database attributes can be categorical or quantitative. Categorical attributes have a
finite number of possible values, with no ordering among the values ¢eaupation, brand
color). Categorical attributesaeel so cal |l ed nomi nal attributes,
things. & Quantitative attributes are nuaugeeri c
income price). Techniques for mining multidimensional association rules can be caegjanio
two basic approaches regarding the treatment of quantitative attributes.

Mining Multidimensional Association Rules Using Static Discretization of Quantitative
Attributes

Quantitative attributes, in this case, are discretized before mining usdgfined concept
hierarchies or data discretization techniques, where numeric values are replaced by interval labels.
Categorical attributes may also be generalized to higher conceptual levels if desired. If the resulting
taskrelevant data are stored a relational table, then any of the frequent itemset mining algorithms
we have discussed can be modified easily so as to find all frequent predicate sets rather than
frequent itemsets. In particular, instead of searching on only one attributieulyfgewe need to
search through all of the relevant attributes, treating each attsiblute pair as an itemset.

Mining Quantitative Association Rules

Quantitative association rules are multidimensional association rules in which the numeric
attributes arelynamicallydiscretized during the mining process so as to satisfy some mining
criteria, such as maximizing the confidence or compactness of thenialked. In this section, we
focus specifically on how to mine quantitative association rules having two quantitative attributes
on the lefthand side of the rule and one categorical attribute on thehagid side of the rule.

That is,
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