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UNIT IV
TRANSPORT LAYER

Overview of Transport layer:

In computer networking a transport layer provides endo-end or hosto-host
communication services for applteans within a layered architecture of network components
and protocolsThe transport layer provides services suclc@snectiororienteddata stream
support reliability, flow control, andmultiplexing

Transport layer implementations are contained in bothT®e/IP model(RFC 1123,
which is the foundation of thimternet and theOpen Systems Interconnecti¢@SI) modelof
general networking, however, thefinitions of details of the transport layer are different in these
models. In theéDpen Systems Interconnectiotodel the transport layer is masten referred to
aslLayer 4 or L4.

The besknown transport protocol is thEransmission Control Protoc¢TCP). It lent
its name to the tid of the entirelnternet Protocol SuiteTCP/IP. It is used for connectien
oriented transmissions, whereas the connectiotdsges Datagram Protoc§UDP) is used for
simpler messaging transmissions. TCP is the more complex protocol, due to its stateful design
incorporating reliable transmission and data streawicgs. Other prominent protocols in this
group are theDatagram Congestion Control Protoc@@CCP) and theStream Control
Transmission ProtocdSCTP).
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Services

Transport layer services are conveyed to an application via a programming interface to the
transpot layer protocols. The services may include the following features:

il

Connectiororiented communicatiorit is normally easier for an appétion to interpret a
connection as data streanrather than having to deal with the underlying conneetion
less models, such as tatagranmodel of theUser Datagram ProtocQUDP) and of the
Internet Protoco{lP).

Same order delivery: The network layer doesn't generally guarantee that packets of data
will arrive in the same order that they were sent, but often this is a desirable feature. This
is usually done through the use of semt numbering, with the receiver passing them to
the application in order. This can catmadof-line blocking

Reliability. Packets may be lost during transport du@étwork congestiomnd errors.

By means of arerror detection codesuch as ahecksum the transport protocol may
check that th data is not corrupted, and verify correct receipt by sendinCi or

NACK message to the sendekutomatic repeat requesichemes may be used to
retransmit lost or corruptedath.

Flow control The rate of data transmission between two nodes must sometimes be
managed to prevent a fast sender from transmitting more data than carpteeslipy

the receivingdata buffey causing a buffer overrun. This can also be used to improve
efficiency by reducindpuffer underrun

Congestion avoidance Congestion combl can control traffic entry into a
telecommunications network, so as to avoahgestive collapsby attempting to avoid
oversubscription of any of the processimglink capabilities of the intermediate nodes
and networks and taking resource reducing steps, such as reducing the rate of sending
packets For exampleautomatic repeat requestsay keep the network in a congested
stae; this situation can be avoided by adding congestion avoidance to the flow control,
including slow-start This keeps the bandwidth consumption at a low level in the
beginning of theéransmission, or after packet retransmission.

Multiplexing: Portscan provide multiple endpaois on a single node. For example, the
name on a postal address is a kind of multiplexing, and distinguishes between different
recipients of the same location. Computer applications will each listen for information on
their own ports, which enables the wudenore than oneetwork servicat the same time.

It is part of the transport layer in tH&CPAP mode] but of thesession layeimn the OSI
model.

A transport layer protocol provides fdogical communication between application
processes running on different hosts."Bygical" communication, we mean that although

the communicating application processes are piosically connected to each other
(indeed, they may be on different sides of the planet, connected via numerous routers and
a wide range of link types), from éhapplications’ viewpoint, it is as if they were
physically connectedApplication processes use the logical communication provided by
the transport layer to send messages to each other, free for the worry of the details of the
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physical infrastructure uddo carry these messagdsgure 3.11 illustrates the notion of
logical communication.

Transport layer protocols are implemented in the end systems but not in network routers.
Network routers only act on the netwdayer fields of the layeB PDUs; tley do not act
on the transpotifayer fields.

At the sending side, the transport layer converts the messages it receives from a sending
application processnto 4-PDUs (that is, transpelayer protocol data units). This is

done by (possibly) breaking trapplication messages into smaller chunks aaddinga
transportlayer header to each chunk to creafeDUs. The transport layer then passes

the 4PDUs to the network layer, where eacRBU is encapsulated into aRDU. At the
receiving side, the transgdayer receives the-BDUs from the network layer, removes

the transport header from thePDUs, reassembles the messages and passes them to a
receiving application process.

A computer network can make more than one transport layer protocol available to
network applications. For example, the Internet has two protec®/SP and UDP. Each

of these protocols provides a different set of transport layer services to the invoking
application.

All transport layer protocols provide an application multiplexing/diéiiexing service.

This service will be described in detail in the next section. As discussed in Sectiam 2.1,
addition to multiplexing/demultiplexing service, a transport protocol can possibly provide
other services to invoking applications, incluglimeliable data transfer, bandwidth
guarantees, and delay guarantees.
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UDP:

The User Datagram Protocol(UDP) is one of the core members of tinéernet protool
suite The protocol was designed Dyvid P. Reedh 1980 and formally defined iRFC 768

UDP uses a simpleonnectionlesdransmission model with a minimum of protocol
mechanism. It has ndandshakingdialogues, and tlsu exposes anynreliability of the
underlying network protocol to the user's program. There is no guarantee of delivery, ordering,
or duplicate protection. UDP provideshecksumsfor data integrity, andoort numbersfor
addressing differerfunctions at the source and destination of the datagram.
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With UDP, computer applications can send messages, in this case referred to as
datagramto other hosts on aimternet Protoco(IP) network without prior communications to
set up special transmission channels or data paths. UDP is suitable for purposes where error
checking and correction is bér not necessary or is performed in the application, avoiding the
overhead of such processing at the network interface level -Jemsdtive applications often use
UDP because dropping packets is preferable to waiting for delayed packets, which magmot be
option in a reatime systemi! If error correction facilities are needed at the network interface
level, an application may use thgansmission Control ProtocdTCP) or Stream Control
Transmission ProtocdSCTP)

UDP (User Datagram Protocol) is an alternative communications protocol to
Transmission Control ProtocolTCP) used primarily for establishing welatency and loss
tolerating connections between applications on the Internet. Both UDP and TCP run on top of the
Internet Protocol (IP) and are sometimes referred to as UDP/IP or TCP/IP. Both protocols send
short packets of data, callddtagram
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UDP provides two services not provided by the IP layer. It proypdesnumbergo help
distinguish differenuser requests and, optionallyclaecksumcapability to verify that the data
arrived intact.

TCP has emerged as the dominprdtocol used for the bulk of Internet connectivity
owing to services for breaking large data sets into individaekets checking for and resending
lost packets rad reassembling packets into the correct sequence. But these additional services
come at a cost in terms of additional data overhead, and delayslatdiezy/

UDP is an ideal protot¢dor networkapplications in which perceived latency is critical
such asgaming voice and video communications, whichn suffer some data loss without
adversely affecting perceived quality. In some cases, forward error correction techniques are
used to improve audio and video quality in spite of some loss.

UDP can also be used in applications that require losslesdrdasmission when the
application is configured to manage the process of retransmitting lost packets and correctly
arranging received packets. This approach can help to improdatdé&ansfer ratef large files
compared with TCP.

Attributes
A number of UDP's attributes make it especially suited for certain applications.

T It is transactiororiented suitable for simple quemesponse protocols such as the
Domain Name Systemr theNetwork Time Protocol

T It providesdatagram suitable for modeling other protocols such agHAntunnelingor
Remote Procedure Cahd theNetwork File System

T It is simple suitable for bootstrapping or other purposes withouillapfotocol stack,
such as th®HCP andTrivial File Transfer Protocol

T It is statelesssuitable for very large numbers of clients, such astieaming media
applications for examplTV

1 Thelack of retransmission delaysakes it suitable for redime applications such as
Voice over IR online gamesand many protocols built on top of tReal Time Streaming
Protocol

T Works well inunidirectionalcommunication, suitable for broadcast information such as
in many kinds ofservice discoveryand shared information such as broadcast time or
Routing Information Protocol

1 UDP provides applicatiomultiplexing (via port numbersand integrity verification (via
checksun of the header and paylog‘bllf transmission reliability is desired, it must be
implemented in the user's application.
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1 The UDP header consists of 4 fields, each of which is 2 bytes (16"t use of the
fields "Checksum" and "Source port" is optional in IPv4 (pink background in table). In
IPv6 only the source port is optional (see below).

1 Source port number

T This fidd identifies the sender's port when meaningful and should be assumed to be the
port to reply to if needed. If not used, then it should be zero. If the source host is the
client, the port number is likely to be an ephemeral port number. If the sourde thest
server, the port number is likely to be a weibwn port numbe!

1 Destination port number

T This field identifies the receiver's port and is requiredhilar to source port number, if
the client is the destination host then the port number will likely be an ephemeral port
number and if the destination host is the server then the port number will likely be a well
known port numbef!

1 Length

1 A field that specifies the length in bytes of the UDP header and UDP data. The minimum
length is 8 bytes because that is the length of the header. The field size setsti@aheore
limit of 65,535 bytes (8 byte header + 65,527 bytes of data) for a UDP datagram. The
practical limit for the data length which is imposed by the underlifhg protocol is
65,507 bytes (65535 1 8 byte UPReade¥ader 1T 20 byte

T In IPv6 Jumbo gramst is possible to have UDP packets of size greater than 65,535
bytes®® RFC 2675specifies that the length field is set to zero if the length of the UDP
header plus UDP data is greater than 65,535.

1 Checksum

1 Thechecksunfield is used for errecheckng of the headeanddata. If no checksum is
generated by the transmitter, the field uses the valkeerds’® This field is not optional
for IPv6 !’

Reliable byte stream (TCP):

A reliable byte streamis a common service paradigmaomputer networkingit refers
to a byte streamin which the byteswhich emerge from theommunicationchannel at the
recipient are exactly the same, and in exactly the same order, as they were when the sender
inserted them into the channel.

The classic example of a reliable byte stremmmmunication protocolis the
Transmission Control Ptrocol, one of the major building blocks of th&ernet
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A reliable byte stream is not the only reliable service paradigm which computer network
communication protocols provide, howevather protocols (e.gSCTP provide a reliable
message stream, i.e. the data is divided up into distinct units, which are provided to the consumer
of the data as discrete objects.

Connectionoriented (TCP):
A Fl ow control: keep sender from overrunni
A Congestion control: keep sender from ove

Characteristics of TCP Reliable Delivery

TCP provides areliable, byte-stream, full-duplex inter-process communications
service to application programs/processes. The serviceormectionoriented and uses the
concept oport numbers to identify processes.

Reliable

All data will be delivered correctly to the destination process, without errors, even though
the underlying packetalivery service (IP) is unreliable seelater.

Connection-oriented

Two process which desire to communicate using TCP must first reqoeshaction A
connection is closed when communication is no longer desired.

Byte-stream

An application which uses the TCP service is unaware of the fact that data is broken into
segmentdor transmission over the network.

Full-duplex

Once a TCP connection is estabéd, application data can flow in both directions
simultaneously- note, however, that many application protocols do not take advantage
of this.

Port Numbers
Port numbers identify processes/connections in TCP.
Edge Systems and Reliable Transport
1. An edge systemis any computer (host, printer, even a toaster...) which is "connected to"

the Internet- that is, it has access to the Internet's packet delivery system, but doesn't
itself form part of that delivery system.
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2. A transport service provides commuigations between application processes running on
edge systems. As we have already seen, application processes communicate with each
another usingpplication protocols such as HTTP and SMTP. The interface between an
application process and the transponviee is normally provided using thsocket
mechanism.

Most application protocols requireliable data transfer, which in the Internet is provided by
the TCP transport service/protocol. Note: some applicatidasnot requirereliability, so the
unreliabke UDP transport service/protocol is also provided as an alternative

TCP Segments

TCP slices (dices?) the incoming byteeam data inteegmentsfor transmission across
the Internet. A segment is a higkdyructured data package consisting of an admitiatra
headerand somepplication data.

Source Port Dest Port

Sequence Humber

Segment
Acknowledgement Number v Heoder

(20 bvhes)

Other Header Stuff

Application Data
(opticnal)

- qpyhes —————— -

Source and Destination Port Numbers

We have already seen that TCP server processes wait for connections-agjeeedeport
number. At connection establishment time, TCP first allocatdemt port number -- a

port number by which the client, or initiating, process can be identified. Each segment
contains both port numbers.

Segment and Acknowledgment Numbers
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Every transmitted segment is identified with atl82Sequence numbéf’, so that it can
be explicitly acknowledged by the receipient. The Acknowledgment Number identifies
the last segment recived by the originator of this segment.

Application Data

Optional because some segments convey oahtrol information -- for example, an
ACK segment has a valid acknowledgment number field, but no data. The data field can
be any size up to the currently configuM@8Ss for the whole segment.

TCP Operation
When a segment is received correct and intact at its destinaticackaowledgment
(ACK) segment is returned to the sending TCP. This ACK contains the sequence number of the
last byte correctly received, incremented bY. ACKs are cumulative- a single ACK can be
sent for several segments if, for example, they all arrive within a short period of time.

TCPA TCPB

Send data segment

SEQ= \\L
Receive data segment

3end ACK segmen,

/ ACK=x+1

Receire ACK segment, ,
all OK! l e

The network service can fail to deliver agseent. If the sending TCP waits ftwo
long™! for an acknowledgment, it times out and resends the segment, on the assumption that the
datagram habeen lost.

In addition, the network can potentially deliver duplicated segments, and can deliver
segments out of order. TCP buffers or discards out of order or duplicated segments appropriately,
using the byte count for identification.
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TCPA TCPB
Send data segment
SEQ—x \\
Mo segment received
timeout
disaster!
Resend data
Begne't \
SEG=x Receive data segmert
Send ACK segment,
/ ACK=x+1
Recere ACK segment,
all OK! i fime

TCP Connections

An application process requests TCP to establish, or open, a (reliable) connection to a
server process running on a specified eslggem, and awaiting connections at a known port
number. After allocating an unused clieiide port numbé&¥, TCP initiates an exchange of
connection establishment "control segments™:

Client Server
TCP TCP

h\\—\\ﬁ-’ Receive STH segment

Send STHHACK, SEQ=y,
Receive SYN+ACK segment / ACK=x+1
Send ACK=y+1

Send SYN, SEQ=x

Receire ACK segment,
connection establis hed

1 This exchange of segments is calle@-aay handshake(for obvious reasons), and i
necessary because any one of the three segments can be lost, @CKTla@d SYN
segment names refer to "control bits" in the TCP header: for example AfxKebit is
set, then this is aACK segment.

1 Each TCP chooses aandom initial sequence numbe (the x andy in this example).

This is crucial to the protocol's operation if there's a small chance that "old" segments
(from a closed connection) might be interpreted as valid within the current connection.

T A connection ixlosedby another 3vay hanghake of control segments. It's possible for
a connection to bkalf openif one end requests close, and the other doesn't respond with
an appropriate segment.
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Optional: TCP Flow Control, Congestion Control and Slow Start
TCP attempts to make the best gibke use of the underlying network, by sending data at
the highest possible rate that won't cause segment loss. There are two aspects to this:

Flow Control

The two TCPs involved in a connection each maintaimeeeive window for the
connection,related to the size of theneceive buffers For TCP A", this is the maximum
number of bytes that TCHB" should send to it before "blocking” and waiting for an ACK. All
TCP segments containveindow field, which is used to inform the other TCP of thedss's
receive window size- this is called "advertising a window size". At any time, for example, TCP
B can have multiple segmentm-flight" -- that is, sent but not yet ACK'd up to TCPA's
advertised window.

Congestion Avoidance and Control

When a connection is initially established, the TCPs know nothing at all about the speed, or
capacity, of the networks which link them. The built'slow start' algorithm controls the rate
at which segments are initially sent, as TCP tentatively d&ssoreasonable numbers for the
connection'fkound Trip Time (RTT) and its variability. TCP also slowly increases the number
of segments "ifflight”, since this increases the utilisation of the network.

Every TCP in the entire Internet is attemptiio make full use of the available network, by
increasing the number of “flight" segments it has outstanding. Ultimately there will come a
point where the sum of the traffic, in some region of the network exceeds one or more router's
buffer space, at ich time segments will be dropped. When TCP "times out", and has to resend
a dropped segment, it takes this as an indication that it (and all the other TCPs) have pushed the
network just a little too hard. TCP immediately reducesatsgestion windowto a low value,
and slowly, slowly allows it to increase again as ACKs are received.

User Datagram Protocol

The User Datagram Protocol (UDP)provides an alternative, connectionless, transport
service to TCP for applications where reliable stream servicetineeded. UDP datagrams can
be droppped, duplicated or delivered out of order, exactly as for IP.

Header
(8 byhes)

Source Port Dest Port Segment
Length Checksum

Application Daka

I ——
- dbyhes ——————— -
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multim

The UDP transport service adds to IP the ability to deliver a datagram to a specified
destination process using a port abstraction, in an analogous Weat tised by TCP.

UDP segments (also commonly callddtagrams see later) have a minimal-(8te)
header. Data transfer with UDP has no initial connection overhead, and (obviously) no waiting
for ACK segments as in TCP. Some typical Ubdsed serviceinclude DNS, streaming

edia and "Voice over IP" applications.

Connection management:

TCP C
Recall:

TCP sender, receiverestablis iconnecti ono bef or etoietalizdhnT€R gi ng

onnection Management

variables

client:

connection initiata Socket clientSocket = new Socket("hostname

server:

port number");

Contactedy clientSocketconnectionSocket welcomeSocket. accepd(

Flow control:

T

T
T

Based on window mechanism

Aims at sharing the bandwidth fairly between the users
Timeout and retransmission

measurement of the round trip time (RTT)

Esti mating variance of RTT
Exponential backoff of RTO

Slow start

Dynamic window control

Fast retransmit

Fast recovery

Selective acknowledgement, SACK (an optional addition)

(Jacobsonds
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One of TCPOG6s primary functions is to proper
that of the receiver and the network. It is importamtthe transmission to be at a high enough
rate to ensure good performance, but also to protect against overwhelming the network or
receiving host.

T C P 0 <bit winflow field is used by the receiver to tell the sender how many bytes of data
the receiver isvilling to accept. Since the window field is limited to a maximum of 16 bits, this
provides for a maximum window size of 65,535 bytes.
The window size advertised by the receiver tells the sender how much data, starting from the
current position in the TE data byte stream can be sent without waiting for further
acknowledgements. As data is sent by the sender and then acknowledged by the receiver, the
window slides forward to cover more data in the byte stream. This coscepkin own as a f's
wi ndowbo.

windowy

T & 55 3 4 | s B 7 8. g 10: 475 19 :
(C

gerkand Mot Yet Sent

l windowy l

el oo i T R o i S SRR

B)
wil ndowy

SRR - 3 4 s 6 O g |’ g 10 41 12

(el

The window boundary is eligible to be sent by the sender. Those bytes in the stream prior
to the window have already been sent and acknowledged. Bytes ahead of the window have not
been sent and must wai t f forethdybae bewanamitedwy thee fi s |
sender. A receiver can adjust the window size each time it sends acknowledgements to the
sender . The maxi mum transmission rate is ulti
and process data. However, théchnque implies an implicit trust arrangement between the
TCP sender and receiver. It has been shown that aggressiwefreendly TCP software
implementations can takadvantage of this trust relationship to unfairly increase the
transmission rate or evenitdentionally cause&twork overload situations.

As we will see shortly, the sender and also the network can play a part in determining the
transmission rate of data flow as wdtlis important to consider the limitation on the window

size of 65,535 es. Consider a typical internetwork that may have link speeds of up to 1 Gb/s
or more. On a 1 Gb/s network 125,000,000 bytes can be transmitted in one second. TCP stations
are communicating on this link, at best 65,535/125,000,000 or only &16)% of he bandwidth

will be used ineach direction each second.
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Recognizing the need for larger windows on kegleed networks, the Internet
Engineering Task Force relepséedna deadandaddi ho
This standard effectively lals the window to increase from 16 to 32 bits or over 4 billion bytes
of data in the windowlow control is a function for the control of the data flowwithin an OSI layer or
between adjacent layers. In other words it limits the amount of data transmitted by the sending
transport entity to a level, or rate, that the receiver can manage.

Flow control is a good example of a protocol function that must be implemented in
several layes of the OSI architecture model. At the transport level flow control will allow the
transport protocol entity in a host testrict the flow of data over a logical connectiorfrom
the transport protocol entity in another host. However, one of the seofittes network level is
to prevent congestion Thus the network level also uses flow control to restrict the flow of
network protocol data units (NPDUS).

The flow control mechanisms used in the transport lagey for the different classes of
service. Sice the different classes of service are determined byuhkty of serviceof the
underlying data network which transports the transport protocol data units (TPDUSs), it is these
which influence the type of flow control used.

Thus flow control becomes a much maremplex issueat the transport layer than at lower
levels like thedata linklevel.

Two reasonsfor this are:

T Flow control must interact with transport users, transgotities, and the network
service.
1 Long and variable transmission delays between transport entities.

Flow control causeQueuing amongst transport users, entities, and the networgervice
We take a look at the four possible queues that form and what control policies are la¢ngork

The transport entity is responsible for generating one or tremeport protocol data units
(TPDUs) for passing onto the network layer. The network layer delivers the TPDUs to the
receiving transport entity which then takes out the data and passewitle destination user.
There are two reasons why the receiving transport entity would wasuntool the flow of
TPDUs:

1 The receiving user cannot keep up with the flow of data
1 The receiving transport entity itself cannot keep up with the flow ofU$D

When we say that a user or transport entity cannot keep up with the data flow, we mean that
the receiving buffers are filling too quickly and willoverflow and lose dataunless the rate of
incoming data is slowed.

Four possible ways to cope with theoplem are:
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Let it be and do nothing

Refuse any more TPDUs from the network service
Use a fixed slidingwindow protocol

Use a credit scheme

=A =4 =4 =4

There are differentsuedo be considered with transport flow ¢ai over different levels of
network service. The more unreliable the network service provided the more complex flow
control mechanism that may be needed to be used by the Transport Layer. The credit scheme
works well with the different network servicehmugh specific issues need to be addressed as
with aReliable Nonsequencing Network Serviceand anUnreliable Network Service

The credit schemeseems most suited for flow control in ttransport layer with all types
of network service. It gives the receiver thest control over data flowand helps provide a
smooth traffic flow. Sequence numbering of créit allocations handles the arrival of
ACK/CREDIT TPDUs out of order, andveindow timer will ensuredeadlockdoes not occur in
a network environment where TPDUs can be lost.

The Transport Services:
a) Services Provided to the Upper Layers
b) Transport Service Primitives

c) Berkeley Sockets

Transport Service Primitives

Primitive Packet sent Meaning
LISTEN (none) Block until some process tries to connect
CONNECT CONNECTION REQ. Actively attempt to establish a connection
SEND DATA Send information
RECEIVE (none) Block until a DATA packet arrives
DISCONNECT | DISCONNECTION REQ. | This side wants to release the connection
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Connection request

Connect primitive

f__T:F:E_)E/_r_e_Cﬂv_e_d_ ] IDLE executed

: 1

1

¥
PASSIVE ACTIVE

ESTABLISHMENT ESTABLISHMENT

PENDING PENDING

E Connect primitive Connection acceptedJ

TPD j
T executed | ESTABLISHED L regelved
T
i
Disconnection ! Disconnect
t TPDU imiti
PASSIVE e sesivad | p”m't';’e . ACTIVE
DISCONMNECT e snmmammamms o oxbaus DISCONNECT

PENDING PENDING

T

)

1

1

)

\ J

it - IDLE . .

Disconnect Disconnection request

primitive executed

Services Provided to the Upper Layers

TPDU received

Host 1 Host 2
Application Application
(or session) Application/transport (or session)
layer Transport | interface layer
T/ address
TPD
Transport ;,—U| _ | Transport
entity Transport entity
protocol l
Network — b
address Transport/network
Network layer interface Network layer
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Flow Control and Buffering:

A Message Comments
1 — < request 8 buffers> A wants 8 buffers
2 -— <ack = 15, buf = 4> B grants messages 0-3 only
3 — <seq = 0, data = mO> A has 3 buffers left now
4 — <seq =1, data=m1> A has 2 buffers left now
5 — <seq = 2, data = m2> Message lost but A thinks it has 1 left
6 -— <ack =1, buf = 3> B acknowledges 0 and 1, permits 2-4
7 — <seq = 3, data = m3> A has 1 buffer left
8 — <seq = 4, data = m4> A has 0 buffers left, and must stop
9 — <seq = 2, data = m2> A times out and retransmits
10 —=-— <ack = 4, buf = 0> Everything acknowledged, but A still blocked
11 - <ack = 4, buf = 1> A may now send 5
12 - <ack = 4, buf = 2> B found a new buffer somewhere
1838 — <seq = 5, data = m5> A has 1 buffer left
14 — <seq = 6, data = m6> A is now blocked again
15 = <ack = 6, buf = 0> A is still blocked

—_

(o))
.
.
.

<ack = 6, buf = 4>

Potential deadlock

Retransmission:

TCP is relegated to rely mostly upon implicit signals it learns from the network and
remde host. TCP must make an educated guess as to the state of the network and trust the
information from the remote host in order to control the rate of data flow. This may seem like an
awfully tricky problem, but in most cases TCP handles it in a seemisighple and
straightforward way.

A senderds implicit knowledge of network ¢
atimer. For each TCP segment sent the sender expects to receive an acknowledgement within
some period of time otherwise an error in finen of a timer expiring signals that that something
iS wrong.

Somewhere in the ertd-end path of a TCP connection a segment can be lost along the
way. Often this is due to congestion in network routers where excess packets must be dropped.
TCP not onlymust correct for this situation, but it can alearn somethingabout network
conditions from it.

CS 6551 Computer Networkg Unit-1 V Pagel7



Srividya College of Engineering and Technology, Virudhunagar. Course Material —Lecture Notes

Whenever TCP transmits a segment the sender starts a timer which keeps track of how
long it takes for an acknowledgment for that segment to return. tithé&s is known as the
retransmission timer. If an acknowledgement is returned before the timer expires,
which by default is often initialized to 1.5 seconds, the timer is reset with no consequence. If
however an acknowledgement for the segment does tohreithin the timeout period, the
sender would retransmit the segment and double the retransmission timer value for each
consecutive timeout up to a maximum of about 64 seconds. If there are serious network
problems, segments may take a few minutes teumeessfully transmitted before the sender
eventually times out and generates an error to the sending application.

Fundamental to the timeout and retransmission strategy of TCP is the measurement of the
round-trip time between two communicating TCP hostfie rounetrip time may varyduring
the TCP connection as network traffic patterns fluctuate and as routes become available or
unavailable.

A TCP option negotiateth the TCP connection establishment phase sets the number of bits by
which the window igight-shifted in order to increase the value of the windb@P keeps track

of when data is sent and at what time acknowledgements covering those sent bytes are returned.
TCP uses this information to calculate an estimate of round trip time. As packsenaend
acknowledged, TCP adjusts its routnigh time estimate and uses this information to come up

with a reasonable timeout value for packets sent. If acknowledgements return quickly, the round
trip time is short and the retransmission timer is thiigcsa lower value. This allows TCP to
quickly retransmit data when network response time is good, alleviating the need for a long
delay between the occasional lost segment. The converse is also true. TCP does not retransmit
data too quickly during timeshen network response time is long.

If a TCP data segment is lost in the network, a receiver will never even know it was once
sent. However, the sender is waiting for an acknowledgement for that segment to return. In one
case, i f an ackmowluedg e nehnet sdeonedsenr6ts r et r ansn
causes a retransmission of the segment. If however the sender had sent at least one additional
segment after the one that was lost and that later segment is received correctly, the receiver does
notsend an acknowledgement for the later, out of order segment.

The receiver cannot acknowledgement out of order data; it must acknowledge the last
contiguous byte it has received in the byte stream prior to the lost segment. In this case, the
receiver willsend an acknowledgement indicating the last contiguous byte it has received. If that
last contiguous byte was already acknowledged, we call this a duplicate ACK. The reception of
duplicate ACKs can implicitly tell the sender that a segment may have lsteanr delayed. The
sender knows this because the receiver only generates a duplicate ACK when it receives other,
out of order segments. In fact, the Fast Retransmit algorithm described later uses duplicate ACKs
as a way of speeding up the retransmissiocgss.
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A TCP sender uses a timer to recognize lost segments. If an acknowledgement is not
received for a particular segment within a specified time (a function of the estiRatedtrip
delay timg, the sender will assume the segment was lost inehg&ork and will retransmit the
segment.

Duplicate acknowledgement is the lzafir the fast retransmit mechanism which works
as follows: after receiving a packet (e.g. with sequence number 1), the receiver sends an
acknowledgement by adding 1 to the sequence number (i.e., acknowledgement number 2) which
means that the receiver reges the packet number 1 and it expects packet number 2 from the
sender. Let's assume that three subsequent packets have been lost. In the meantime the receiver
receives packet numbers 5 and 6. After receiving packet number 5, the receiver sends an
acknowkdgement, but still only for sequence number 2. When the receiver receives packet
number 6, it sends yet another acknowledgement value of 2. Because the sender receives more
than one acknowledgement with the same sequence number (2 in this examplegdhéeslis
duplicate acknowledgement

The fast retransmit enhancement works as follows: if a TCP sender receives a specified
number of acknowledgements which is usually set to three duplicate acknowledgements with the
same acknowledge number (that is, a totél four acknowledgements with the same
acknowledgement number), the sender can be reasonably confident that the segment with the
next higher sequence number was dropped, and will not arrive out of order. The sender will then
retransmit the packet that waiesumed dropped before waiting for its timeout.

Sender ’ Recelver
“» -
1 Outa
ICFJ,m
AL )
H 2
§
i
||~
1 ! rc"'m
£ o |, Ackrawledgement
el
& 1
; Ackawigeett
4!
o pknoinigemert !
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<l : MAnwedjeiranty
i Aonovedgenet !
Fast Rerammission | =
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TCP Congestion control:

The standard fare in TCP implementations today can be found in RFC 2581 [2]. This
reference document specifies four standard congestion control algorithms that are now in
comnon use. Each of the algorithms noted within that document was actually designed long
before the standard was published [9], [11]. Their usefulness has passed the test of time.

The four algorithms, Slow Start, Congestion Avoidance, Fast Retransmit and Fast
Recovery are described below.

Slow Start

Slow Start, a requirement for TCP software implementations is a mechanism used by the
sender to control the transmission rate, otherwise known as dmssbat flow control. This is
accomplished through the returaite of acknowledgements from the receiveother words, the
rate of acknowledgements returned by the receiver determine the rate at which the sender can
transmit data.

When a TCP connection first begins, the Slow Start algorithm initializzngeston
window to one segment, which is the maximum segment size (MSS) initialized logcbiger
during the connection establishment phase. When acknowledgements are returned by the
receiver, the congestion window increases by one segment for each acknoveletigeturned.
Thus, the sender can transmit the minimum otctihegestion window and the advertised window
of the receiver, which is simply called ttransmission window.

Slow Start is actually not very slow when the network is not congested and ketwor
response time is good. For example, the first successful transmission and acknowledgement of a
TCP segment increases the window to two segments. After successful transmission of these two
segments and acknowledgements completes, the window is increaked segments. Then
eight segments, then sixteen segments and so on, doubling from there on out up to the maximum
window size advertised by the receiver or until congestion finally does occur.

At some point the congestion window may become too largthéonetwork or network
conditions may change such that packets may be dropped. Packets lost will trigger a timeout at
the sender. When this happens, the sender goes into congestion avoidance mode as described in
the next section.

Congestion avoidance:

During the initial data transfer phase of a TCP connection the Slow Start algorithm is
used. However, there may be a point during Slow Start that the network is forced to drop one or
more packets due to overload or congestion. If this happens, Congesbaardoe is used to
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slow the transmission rate. However, Slow Start is used in conjunction with Congestion
Avoidance as the means to get the data trans:
slow.

In the Congestion Avoidance algorithm a retransmis timer expiring or the reception
of duplicate ACKs can implicitly signal the sender that a network congestion situation is
occurring. The sender immediately sets its transmission window to one half of the current
window size (the minimum of the congesbn wi ndow and the receiver
size), but to at least two segments. If congestion was indicated by a timeout, the congestion
window is reset to one segment, which automatically puts the sender into Slow Start mode. If
congestion was inditad by duplicate ACKs, the Fast Retransmit and Fast Recovery algorithms
are invoked (see below).

As data is received during Congestion Avoidance, the congestion window is increased.
However, Slow Start is only used up to the halfway point where congesigdmally
occurred. This halfway point was recorded earlier as the new transmission window. After this
halfway point, the congestion window Is increased by one segment for all segments in the
transmission window that are acknowledged. This mechanismfosile the sender to more
slowly grow its transmission rate, as it will approach the point where congestion had previously
been detected.

DECHhit:

DEChit is a technique implemented riautersto avoidcongestionlts utility is to predict
possible congestion and prevent it. This protocol works WaR.

When a router wants to signal congestion to the sender, it adds a bit in the header of
packetssent. When a packet arrives at the router, the router calculates the ayeragength
for the last (busy + idle) period plus the currbosy period. (The router isusy when it is
transmitting packets, andle otherwise). When the average queue length exceeds 1, then the
router sets the congestion indication bit in the packet header of arriving packets.

When the destination replies, therrespondingACK includes a bit of congestion. The
sender receives thACK and calculates how many packets it received with the congestion
indication bit set to one. If less than half of the packets in the last window had the congestion
indication bit set, then the windois increased linearly. Otherwise, the window is decreased
exponentially.

This technique provides distinct advantages:
1 Dynamically manages the window to avoid congestion and increasing freight if it detects

congestion.
1 Try to balancéandwidthwith respect to the delay.
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Note that this technique does not allow for effective use of the line, because it fails to take
advantage of the availablandwidth Besides, the fact that the tail has increased in size from
one cycle to another does not always mean there is congestion.

DEChit (Destination Experiencing Congestid@it) Developed for the Digital Network
Architecture Basic idea One bit allocated in packet header Any router experiencing congestion
sets bit Destination returns bit to souB®aurce adjusts rate based on bitde that responsibility
is sharedRouters idatify congestiorHosts act to avoid congesti#iey Questions:

1 When should router signal congestion?
1 How should end hosts react?

Congestion avoidance RED

Random early detection (RED), also known agandom early discard or random
early drop is aqueueing disciplinéor a network schedulesuited forcongestion avoidancén
the conventionatail drop algorithm, arouter or other network componenbuffers as many
packets as it can, and simply drops thesomeannot buffer. If buffers are constantly full, the
network iscongestedTail drop distributes buffer space unfairly among traffic flows. Tail drop
can also leatb TCP global synchronizatioas allTCP connections "hold back" simultaneously,
and then step forward simultaneously. Networks become wiiliged and flooded by turns.
RED addresses these issues.

Operation

RED monitors the average queue size and drops (or marks when used in conjunction with
ECN) packets based on statistigadobabilities If the buffer 8 almost empty, all incoming
packets are accepted. As the queue grows, the probability for dropping an incoming packet
grows too. When the buffer is full, the probability has reached 1 and all incoming packets are
dropped.

RED is more fair than tail dropn the sense that it does not possess a bias against bursty
traffic that uses only a small portion of the bandwidth. The more a host transmits, the more likely
it is that its packets are dropped as the probability of a host's packet being dropped is
propotional to the amount of data it has in a queue. Early detection helps avoid TCP global
synchronization.

A RED provides congestion avoidance by controlling the queue size at the gateway.

A RED notifies the source before the congestion actually happens raghnewdit till it
actually occurs.

A RED provides a mechanism for the gateway to provide some feedback to the source on
congestion status.
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Advantages of RED gateways:

A Congestion Avoidance
T If the RED gatewayropspackets when avgQ reached maxQ, the avgQnaiter
exceed maxQ.
Appropriate time scales
T Source will not be notified dfansientcongestion.
No Global Synchronization.
T All connection wont back off at same time.
Simple
High link utilization
Fair

oo o Do Do

QoS:

Quality of service (QoYS) is the overall performanad atelephonyor computer network
particularly the performance seen by the users of the netwooguantitatively measure quality
of service, several related aspects of the network service are often considered, such as error rates,
bandwidth throughput transmission delagvailability, jitter, etc.

Quality of service isparticularly important for the transport of traffic with special
requirements. In particular, much technology has been developed to allow computer networks to
become as useful as telephone networks for audio conversations, as well as supporting new
applications with even stricter service demands.

In the field oftelephony quality of service was defined by thEU in 1994.Quality of
service comprises requirements on all the aspects of a connection, such as service response time,
loss, signato-noise ratiocrosstalk echo, inérrupts, frequency response, loudness levels, and so
on. A subset of telephony QoSgrsade of servic€GoS) requirements, which comprises aspects
of a connection relatindo capacity and coverage of a network, for example guaranteed
maximum blocking probability and outage probability

In the field of computer networkingand otherpacketswitched telecommunication
networks, theraffic engineeringerm refers to resource reservation control mechanisms rather
than the achieved service quality. Quality of service is the ability to provide different priority to
different applications, users, or ddtaws, or to guarantee a certain level of performance to a
data flow.

For example, a requirddlt rate, delay; jitter, packet dropping probability and/or bit error
rate may be guanteed. Quality of service guarantees are important if the network capacity is
insufficient, especially for redlme streaming multimediapplications such agoice over IR
online games antP-TV, since these often require fixed bit rate and are delay sensitive, and in
netwaks where the capacity is a limited resource, for example in cellular data communication.
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A network or protocol that supports QoS may agree amaffic contractwith the
application software and reserve capacity in the network nodes, for example during a session
establishment phase. During the session it may monitor the achieved level of performance, for
example the data rate and delay, and dynamically control scheduianiigs in the network
nodes. It may release the reserved capacity during a tear down phase.

A besteffort network or service does not support quality of service. An alternaiive t
complex QoS control mechanisms is to provide high quality communication over-effoetst
network by oveiprovisioning the capacity so that it is sufficient for the expected peak traffic
load. The resulting absenceratwork congestioeliminates the need for QoS mechanisms.

QoS is sometimes used as a quality measure, with many alternative definitions, rather than
referring to the ability to reserve resources. Qualf service sometimes refers to the level of
quality of service, i.e. the guaranteed service qudlityigh QoS is often confused with a high

level of performance or adwed service quality, for example high rate low latencyand low

bit error probability

An alternative and disputable definition of Qo0S, used especially in application layer
services such as telephony astleaming videpis requirements on a metric that reflects or
predicts the subjectively experienced quality. In this context, QoS is the acceptable cumulative
effect on subscriber satisfaction of all imperfecti@iecting the service. Other terms with
similar meaning are thquality of experienc€QoOE) subjective business concept, the required
Auser perceieved eperefqurimeenmdec idegree of satisfac
Anumber of happy customer so. Exampl emeano f me a
opinion scorg MOS), perceptual speech quality meas(iPSQM) andperceptual evaation of
video quality(PEVQ). See als8ubjective video quality

Transport Layer Quality of Service Parameters

Connection establishment delay

Connection establishment failure probability

Throughput

Transit delay

Residual error ratio

Protection

Priority

Resilience
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Qualities of traffic

In packetswitched networksquality of service is affected by various factors, which can
be divided into Ahumano and Atechnical o fact
availability of service, delaysser information. Technical factors include: reliability, scalability,
effectiveness, maintainabilitgrade of serviceetc

Many things can happen to packets as theyetrirem origin to destination, resulting in
the following problems as seen from the point of view of the sender and receiver:

Low throughput

Due to varying load from disparate users sharing the same network resources, the bit rate
(the maximum throughputhat can be provided to a certain data stream may be too low
for realtime multimedia services if all data streams get the same scheduling priority.

Dropped packets

The routers might fail to delivedfop some packets if their data loads are corrupted, or
the packets arrive when the router buffers are already full. The receiving application may
ask for this information to be retransmitted, possibly causing severe delays in the overall
transmission.

Errors

Sometimes packets are corrupted duebitoerrors caused by noise and interference,
especially in wireless communications and long copper wires. The receiver has to detect
this and, just as if the packet was dropped, may ask for thismafion to be
retransmitted.

Latency

It might take a long time for each packet to reach its destination, because it gets held up
in long queues, or it takes a less direct route to avoid congestion. This is different from
throughput, as the delay can build over time, even if the throughput is almost normal.

In some cases, excessive latency can render an application such as VolP or online gaming
unusable.

Jitter

Packets from the source will reach the destination with different delays. A packet's delay
varies with its position in the queues of the routers along the path between source and
destination and this position can vary unpredictably. This variation in delay is known as

jitter and can eriously affect the quality of streaming audio and/or video.
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Outof-order delivery

When a collection of related packets is routed through a network, different packets may
take different routes, each resulting in a different delay. The result is that dketa
arrive in a different order than they were sent. This problem requires special additional
protocols responsible for rearranging -oftorder packets to aisochraousstate once

they reach their destination. This is especially important for video and VolP streams
where quality is dramatically affected by both latency and lack of sequence.

Applications

A defined quality of service may be desired or required famtetypes of network traffic, for
example:

1 Streaming mediapecifically
o Internet protocol televisio(iPTV)
o Audio over Ethernet
o Audio over IP
IP telephonyalso known a¥oice over IP(VoIP)
Videoconferencing
Tele-presence
Storage applications suchi&SlandFCoE
Circuit Emulation Service
Safetycritical applications such asemote surgerywhere availability issuescan be
hazardous
1 Network operations support systengsther for the network itself, or for customers'
business critical needs
1 Online gamesvhere reakime lag can be a factor
T Industrial control systemprotocols such a&thernet/IPwhich are used for redime
control of machinery

=A =4 =4 =4 4 -4

These types of service areledlinelastic meaning that they require a certain minimum level
of bandwidth and a certain maximum latency to function. By contetestticapplications can
take advantage of however much or little bandwidth is available. Bulk file transfer applications
that rely onTCP are generally elastic.

Application Layer

At the top of the TCP/IP protocol architecture is #hgplication Layer. This layer
includes all processes that use the Transport Layer protocols to deliver data. There are many
applications protocols. Most provide user services, and new services are always being added to
this layer.
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The most widely known and implemented applications paitoare:

Telnet

The Network Terminal Protocol, which provides remote login over the network.

FTP

The File Transfer Protocol, which is used for interactive file transfer.

SMTP

The Simple Mail Transfer Protocol, which delivers electronic mail.

HTTP

The Hypetext Transfer Protocol, which delivers Web pages over the network.

While HTTP, FTP, SMTP, and telnet are the most widely implemented TCP/IP applications, you
will work with many others as both a user and a system administrator. Some other commonly
used T®/IP applications are:

Domain Name ServigPNS)

Also calledname service this application maps IP addresses to the names assigned to
network devices. DNS is discussed in detail in this book.

Open Shortest Path Fir§OSPF)

Routing is central to the wayCP/IP works. OSPF is used by network devices to
exchange routing information. Routing is also a major topic of this book.

Network FilesystemNFS)

This protocol allows files to be shared by various hosts on the network.Some protocols,
such as teet and FTP, can only be used if the user has some knowledge of the network. Other
protocols, like OSPF, run without the user even knowing that they exist. As system
administrator, you are aware of all these applications and all the protocols in th& OB1é?
layers.
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