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CS6401- Operating System
UNIT-I1I
STORAGE MANAGEMENT

Memory Management: Background

In general, to rum aprogram, it must be brought into memory.

Input queue — collection of processes on the disk that are waiting to be brought into memory to run
the program.

User programs go through severa steps before being run

Address binding: Mapping of instructions and data from one address to another address in memory.
Three different stages of binding:
1. Compiletime: Must generate absolute code if memory location is known in prior.
2. Loadtime: Must generate relocatable code if memory location is not known at compiletime

3. Execution time: Need hardware support for address maps (e.g., base and limit registers).
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Logical vs. Physical Address Space

= Logical address —generated by the CPU; aso referred to as “virtual address*

= Physical address— address seen by the memory unit.

= Logical and physical addresses are the same in —compile-time and |oad-time address-binding schemes||
= Logical (virtual) and physical addresses differ in —execution-time address- binding scheme||
Memory-M anagement Unit (MM U)

= |t is a hardware device that maps virtual / Logical address to physical address

= In this scheme, the relocation register‘s value is added to Logical address generated by a user process.
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< The user program deals with logical addresses; it never sees the real physical addresses

= Logical address range: 0 to max

= Physical address range: R+0 to R+max, where R—value in relocation register.

relecalion

register

| 14000 |
logical physical
address /ﬂ_\ addrass

CPU E memory
248 L 4 14346
WMMU

Dynamic L oading

= Through this, the routine is not loaded until it is called.
0 Better memory-space utilization; unused routine is never loaded

0 Useful when large amounts of code are needed to handle infrequently occurring cases

0 No specia support from the operating system is required implemented through program
design

i Linki

= Linking postponed until execution time & is particularly useful for libraries

< Small piece of code caled stub, used to locate the appropriate memory- resident library
routine or function.

= Stubreplacesitself with the address of the routine, and executes the routine

< QOperating system needed to check if routine isin processes’ memory address
= Shared libraries:-Programs linked before the new library was installed will continue using the older
library.

Swapping

= A process can be swapped temporarily out of memory to a backing store (SWAP OUT)and then brought
back into memory for continued execution (SWAP IN).

= Backing store —fast disk large enough to accommodate copies of al memory images for all
users & it must provide direct access to these memory images

< Rall out, roll in — swapping variant used for priority-based scheduling algorithms; lower-priority process
is swapped out so higher-priority process can be |loaded and executed

< Transfer time: Mgjor part of swap time istransfer time. Total transfer time is directly proportiona to the
amount of memory swapped.

[1 Example: Let us assume the user processis of size IMB & the backing store is a standard hard disk with
atransfer rate of SMBPS.

CS6401- Operating System




Sri vidya College of Engineering & Technology, Virudhunagar Course material

Transfer time = 1000K B/5000K B per second
= 1/5 sec = 200ms

Contiquous Allocation

= Each processis contained in asingle contiguous section of memory.
= There are two methods namely:
[l Fixed - Partition Method
[l Variable—Partition Method
Fixed — Partition Method :
o Divide memory into fixed size partitions, where each partition has exactly one process.
0 The drawback is memory space unused within a partition iswasted.(eg.when
process size < partition size)
bl " hod:
o Divide memory into variable size partitions, depending upon the size of the incoming
process.
0 When a process terminates, the partition becomes available for another process.
0 As processes complete and leave they create holes in the main memory.

0 Hole —block of available memory; holes of various size are scattered throughout memory.

os os os os
process b process b process 5 process 5
process 9 process 9
process8 [ > [ o C— > | process 10
process 2 process 2 process 2 process 2

Dynamic Storage- Allocation Problem:

How to satisfy arequest of size _n‘ from a list of free holes?

Solution:

o First-fit: Allocate the first hole that is big enough.
o Best-fit: Allocate the smallest hole that is big enough; must search entire list, unless ordered

by size. Produces the smallest |eftover hole.
o Worst-fit: Allocate the largest hole; must also search entire list. Producesthe largest |eftover

hole.

NOTE: First-fit and best-fit are better than worst-fit in terms of speed and storage utilization
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= FEragmentation:
0 External Fragmentation — Thistakes place when enough total memory space exists to
satisfy arequest, but it is not contiguousii.e, storage is fragmented into alarge number of small holes scattered
throughout the main memory.

o Internal Fragmentation — Allocated memory may be slightly larger than requested memory.
Example: hole = 184 bytes
Process size = 182 bytes.
We are left with a hole of 2 bytes.
o Solutions

1. Coalescing: Merge the adjacent holes together.

2. Compaction: Move all processes towards one end of memory, hole towards other end
of memory, producing one large hole of available memory. This scheme is expensive as
it can be done if relocation isdynamic and done at execution time.

3. Permit the logica address space of a process to be non-contiguous. This is achieved

through two memory management schemes namely paging and segmentation.

Segmentation
0 Memory-management scheme that supports user view of memory
0 A program is a collection of segments. A segment is a logical unit such as:Main program, Procedure,
Function, Method, Object, Local variables; global variables, Common block, Stack, Symbol table, arrays

subroutine stack

symbol
tablc

maln
program

sqrt

T —

logical address

Logical View of Segmentation
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Segmentation Hardware
0 Logical address consists of atwo tuple:
<Segment-number, offset>
0 Segment table — maps two-dimensional physical addresses; each table entry has:
[ Base — contains the starting physical address where the segments reside in memory
[J Limit — specifies the length of the segment
0 Segment-table base register (STBR) points to the segment table‘s location in memory
0 Segment-table length register (STLR) indicates number of segments used by a program;
Segment number=s* is legal, if S< STLR
o Relocation.
[J dynamic
[J by segment table
o Sharing.
[J shared segments
[] same segment number
o Allocation.
[ first fit/best fit
[J externa fragmentation
o Protection: With each entry in segment table associate:
O validation bit=0 O illegal segment
[J read/write/execute privileges
o Protection bits associated with segments; code sharing occurs at segment level
0 Since segments vary in length, memory all ocation is adynamic storage- all ocation problem
0 A segmentation example is shownin the following diagram

S
—limit [base
segment
table
CPU —r{ s [ d
b4
Bs
- Q=—0—
no
Y
trap: addressing erro physical memaory

EXAMPLE:
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0 Another advantage of segmentation involves the sharing of code or data.

0 Each process has a segment table associated with it, which the dispatcher uses to define the hardware
segment table when this processis given the CPU.

0 Segments are shared when entries in_the segment tables of two different processes point to the
same physical location.

Segmentation with paging

0 The IBM OY 2.32 hit version is an operating system:running on top of the Intel 386 architecture.
The 386 uses segmentation with paging for memory management. The maximum number of segments
per processis 16 KB, and each segment can be as large as 4 gigabytes.

0 Theloca-address space of a processis divided into two partitions.

01 The first partition consists of up to 8 KB segments that are private to that process.

71 The second partition consists of up to 8KB segments that are shared among al the
Pprocesses.

o Information about the first partition is kept in the local descriptor table

(LDT), information about the second partition is kept in the global descriptor table (GDT).

0 Each entry in the LDT and GDT consist of 8 bytes, with detailed information about a
particular segment including the base location and length of the segment.

Thelogical addressisa pair (selector, offset) where the selector is al6-bit number:

S g Y
13 1 2
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Where s designates the segment number, g indicates whether the segment isin the GDT
or LDT, and p deals with protection. The offset is a 32-bit number specifying the location of the byte within
the segment in question.

0 The base and limit information about the segment in question are used to generate a linear-
address.

o Firgt, the limit is used to check for address validity. If the address is not valid, a memory fault is
generated, resulting in atrap to the operating system. If it isvalid, then the value of the offset is added

to the value of the base, resulting in a 32-bit linear address. This address is then trandlated into a
physical address.

0 The linear address is divided into a page number consisting of 20 bits, and a page offset

consisting of 12 bits. Since we page the page table, the page number is further divided into a
10-bit page directory pointer and a 10-bit

page table pointer. The logical addressis asfollows.

P1 P2 d
logical address gelector ‘ offset ‘
degcriptor table
segrent
descriptor
page frame
lingar address ‘ directary | page offset
phursical address
page directory
page tahle
directony entty
page table entry
page directory
base register

o To improve the efficiency of physical memory use. Intel 386 page tables can be swapped to disk. In this
case, an invalid bit is used in the page directory entry to indicate whether the table to which the entry is
pointing isin memory or on disk.

o If the tableis on disk, the operating system can use the other 31 bits to specify the disk location of the table;
the table then can be brought into memory on demand.
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Paging
= |tisamemory management scheme that permits the physical address space of aprocessto be

noncontiguous.
= |t avoids the considerable problem of fitting the varying size memory chunks on to the backing

store.
(i) Basic Method:
o Dividelogical memory into blocks of same size called “pages”. o Divide physical
memory into fixed-sized blocks called “frames” o Page sizeis a power of 2, between
512 bytes and 16MB.
Address Trandation Scheme
O Address generated by CPU(logical address) is divided into:
I Page number (p) —used as an index into a page table which contains base address of each page
in physical memory
"1 Page offset (d) —combined with base address to define the physical gddressi.e.,
Physical address = base address + offset

Paging Hardware

logical physical - L.
addrass address fO000 ... 0000
cPu o
1111 ... 1111
p {
bl f
_ physical
memary

page table
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Paging model of logical and physical memory

frame
number
page O (o]
page 1 1] page O
page 2 2
page 3 page table 3| page 2
|CIgiCC{| 4 page |
memary
5
6
7| page 3
physical
memory

Paging examplefor a 32-byte memory with 4-byte pages

Page size = 4 bytes
Physical memory size = 32 bytesi.e (4 X 8 = 32 s, 8 pages)
Logical address _0‘ maps to physical address 20i.e ((5 X 4) +0)

Where Frameno=5, Pagesize =4, Offset =0
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0 When a process arrives into the system, its size (expressed in pages) is examined.
0 Each pageof process needsone frame. Thus if the process requires _n* pages, at least _n* frames must be available in memory.
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o If _n*framesareavailable, they arealocated to this arriving process.

o The 1St page of the processis |oaded into one of the allocated frames & the frame number is put into the
pagetable.

0 Repeat the above step for the next pages & so on.

free-frame list free-frame list
14 15
13 13 13 [page 1
18
20 14 14 |page 0O
15
e 15 P i 15
i e | = Ry
page 0 16 page O 16
page 1 page 1 BN
page 2 17 page 2 17
page 3 page 3
new process 18 new process 18 |page 2
‘\-\_‘___'__/ \\____'__,/
19 0 19
1
20 2[18] 20 |page 3
3
21 new-pracess page table 21
(a) (b)
(a) Before Allocation (b) After Allocation

Frametable Itisusedto determine which framesare allocated, which frames are avail able, how many
total frames are there, and so on.(ie) It contains all the information about the frames in the physical memory.

(if) Hardware implementation of Page Table

0 This can be donein severa ways:
1. Using PTBR
2. TLB
0 Thesimplest case is Page-table baseregister (PTBR), isan index to point the page table.

o TLB (Translation Look-aside Buffer)
[ Itisafast lookup hardware cache.
[J It containsthe recently or frequently used page table entries.

[J It hastwo parts. Key (tag) & Vaue.
[J Moreexpensive.

Paging Hardwarewith TL B

CS6401- Operating System




Sri vidya College of Engineering & Technology, Virudhunagar Course material

legical
addrass

cPU o{p [ d]
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— physical
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page table

O When alogical addressis generated by CPU, its page number is presented to
TLB.
o ITL B hit: If the page number is found, its frame number isimmediately available & is used to
access memory
o ILB miss: If the page number is not in the TLB, a memory reference to the page table must be made.
o Hit ratio: Percentage of times that a particular pageisfound in the TLB.
[0 _For example hit ratio is 80% means that the desired page
number in the TLB is 80% of thetime.
o Effecti .
(1 Assume hit ratio is 80%.
01 If it takes 20ns to search TLB & 100nsto access memory, then the memory access
takes 120ns(TLB hit)
O If wefail to find page no. in TLB (20ns), then we must 1St access memory for page
table (100ns) & then accessthe desired byte in memory (100ns).
Therefore Total = 20 + 100 + 100

=220 ns(TLB miss).
Then Effective Access Time (EAT) = 0.80 X (120 + 0.20) X 220.

=140 ns.
(iii) Memory Protection

0 Memory protection implemented by associating protection bit with each frame

o Vadid-invalid bit attached to each entry in the page table:

1 *valid (v)” indicates that the associated page is in the process* logical address space, and isthus a legal
page

[ “invalid (i) indicates that the page is not in the process‘ logical address spaces

CS6401- Operating System




Sri vidya College of Engineering & Technology, Virudhunagar

[olelv]ele]

frame number

wvalid—inwvalid bit

page O \ '/
o2 v
Ppage 1 1|3 | v
b= <} LY
age =2
Fas 3|7 v
page 3 <} =S v
5| 9 b
page < [N S i
- S 7| o i
10,468 page 5 - L
12,287 page table

N

pagse O

Ppage 1

page =2

page =

O 0 N O 0 A

Ppagse 1

page 5

pPagde n

(iv) Structuresof the Page Table

a) Hierarchical Paging b)

Hashed Page Tables c)
Page Tables

a) Hierarchical Paging
0 Break up the Page table into smaller pieces. Because if the page tableistoo large then it is qui
difficult to search the page number.

Example: “Two-L evel Paging “

Inverte

page number page offset
Pi P> d
10 10 12
(9]
_
g 1 -
/ - 10Q &

outer page
table
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Virtual Memory

Course material

o It is a technique that alows the execution of processes that may not be completely in main

memory.
0 Advantages:

11 Allows the program that can be larger than the physical memory.

[ Separation of user logical memory from physical memory
[ Allows processes to easily sharefiles & address space.

[0 Allows for more efficient process creation.

o Virtua memory can be implemented using

1 Demand paging
[J Demand segmentation

Virtual Memory That isLarger than Physical Memory

physical
mamory

naces O
pacs= 1
pagse 2
.
|
-
miermory
map
prage
wvirtieal
Mmoo ey
Demand Paging

o Itissimilar to a paging system with swapping.

o Demand Paging - Bring a page into memory only when it is needed

0 To execute a process, swap that entire process into memory. Rather than

swapping- the entire processinto memory however, we use-L azy Swapper||

0 Lazy Swapper - Never swaps a page into memory unless that page will be

needed.

0 Advantages
71 Less|/O needed
[ Less memory needed
[ Faster response
[J Moreusers

Transfer of a paged memory to contiguous disk space
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Basic Concepts:

o Instead of swapping in the whole processes, the pager brings only those necessary pagesinto
memory. Thus,
1. It avoids reading into memory pages that will not be used anyway.

2. Reduce the swap time.
3. Reduce the amount of physical memory needed.

o To differentiate between those pages that are in memory & those that are on the disk we use the
Valid-Invalid bit
o A vaid-invalid hit is associated with each page table entry.
o Valid 1 associated page isin memory.
In-Valid

() invaid page
[J valid page but is currently on the disk
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Page table when some pages are not in main memory
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Page Fault

0 Accessto a page marked invalid causes a page fault trap.
Stepsin Handling a Page Fault

Course material
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1. Determine whether the referenceisavalid or invalid memory access

N

a) If the referenceisinvalid then terminate the process.

b) If the reference is valid then the page has not been yet brought into main memory.

Find afreeframe.

o0 k~w
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Pure demand paging

0 Never bring a page into memory until it is required.
0 We could gtart a process with no pagesin memory.

0 When the OS sets the instruction pointer to the 1St instruction of the process,
which is on the non-memory resident page, then the process immediately
faults for the page.
o After this page is bought into the memory, the process continue to execute, faulting as necessary

until every pagethat it needsisin memory.
Performance of demand paging

0 Let p be the probability of apagefault 0 J p [ 1
o Effective Access Time (EAT)

EAT =(1-p) x ma+ px pagefault time.

Where ma [J memory access, p [ Probahility of pagefault (Oxp < 1)
0 The memory access time denoted maisin the range 10 to 200 ns.
o If there are no page faults then EAT = ma.

0 To compute effective access time, we must know how much time is needed
to service a page faullt.
0 A page fault causes the following sequence to occur:
1. Traptothe OS
Save the user registers and process state.
Determine that the interrupt was a page fault.
Check whether the reference was legal and find the location of page on disk.
Read the page fromdisk to free frame.
a. Wait in aqueueuntil read requestis serviced. b. Wait for
seek time and latency time.
c. Transfer the page from disk to free frame.

While waiting ,allocate CPU to some other user.
Interrupt from disk.

Save registers and process state for other users.

Determine that the interrupt was from disk.

Reset the page table to indicate that the page is now in memory.
Wiait for CPU to be all ocated to this process again.

9. Restart theinstruction that was interrupted .
Page Replacement

ok wDN

© N © o N

o If no frames are free, we could find one that is not currently being used &
freeit.

0 We can free a frame by writing its contents to swap space & changing the page table to indicate that
the page is no longer in memory.

0 Then we can use that freed frame to hold the page for which the process faulted.
Basic Page Replacement

CS6401- Operating System
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1. Find thelocation of the desired page on disk
2. Find afreeframe
- If thereis afree frame, then useit.

- If there is no free frame, use a page replacement algorithm to select avictim frame

- Write the victim page to the disk, change the page & frame tablesaccordingly.

3. Read the desired page into the (new) free frame. Update the page and frame tables.
4. Restart the process

frame valid—invalid bit o
r= T
M o
swap out
change victim 28
(o] i 2 1o invalid @ page ’| |
f
@ i victim
reset page ‘N
table for
pags table new page ( 3) s R
) SWeap "‘-—-..____‘__::‘_-_
desired El
Page in
\\‘\-_..___,_ ]
physical
memaory

Page Replacement Algorithms

1. FIFO Page Replacement

2. Optimal Page Replacement

3. LRU Page Replacement

4. LRU Approximation Page Replacement

5. Counting-Based Page Replacement
(a) FIFO pagereplacement algorithm

0 Replacethe oldest page.
o This agorithm associates with each page ,the time when that page was brought in.

Example:

Reference string: 7,0,1,2,0,3,0,4,2,3,0,3,2,1,2,0,1,7,0,1

No.of available frames = 3 (3 pages can be in memory at atime per process)

CS6401- Operating System
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reference string
2

7 01 2 030 42 30 3 2 1 01 7 0 1
2B B B 2| 2| 4] |4] |4] |o ol |0 7 7 B
o| o] 1 [ RINCIRE
1 o] Lo o] [¢] [2 3 |2 2 2] |

page frames

No. of page faults= 15

Drawback:
0 FIFO page replacement agorithm _s performance is not dways good.

o Toillustrate this, consider the following example:

Referencestring: 1,2,3,4,1,2,5,1,2,3,4,5

o If No.of available frames -= 3 then the no.of page faults =9
o If No.of available frames =4 then the no.of page faults=10

0 Here the no. of page faults increases when the no.of framesincreases . Thisis called as Belady’s
Anomaly.

(b) Optimal page replacement algorithm

0 Replace the pagethat will not be used for the longest period of time.
Example:

Reference string: 7,0,1,2,0,3,0,4,2,3,0,3,2,1,2,0,1,7,0,1

No.of available frames= 3

reference string

page frames

No. of page faults=9

Drawback:
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o It is difficult to implement as it requires future knowledge of the reference string.

(c) LRU(L east Recently Used) page r eplacement algorithm

0 Replace the pagethat has not been used for the longest period of time.
Example:

Reference string: 7,0,1,2,0,3,0,4,2,3,0,3,2,1,2,0,1,7,0,1

No.of available frames=3

3 0 4 2 3 0 3 2 1 2 0 1 7
2| 4] 4| 4| o]
0 0| 0] |3]| |8 3 0 0

No. of page faults=12

reference string

£ 0 1 2
1Ek
;

page frames

o 1

0 LRU page replacement can be implemented using
1. Counters
[ Every page table entry has a time-of-use field and a clock or

counter:is associated with the CPU.
[J The counter or clock isincremented for every memory reference.
71 _Each time a page is referenced , copy the counter into the time- of-usefield.
@ When a page needs to be replaced, replace the page with the smallest counter

value.
2. Stack
[ Keep astack of page numbers
T Whenever a page is referenced, remove the page from the stack and put it on top of

the stack.
"1 When a page needs to be replaced, replace the page that is at the bottom of the

stack.(LRU page)

Use of A Stack to Record The M ost Recent Page References
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reference string
<} 7 (@] " 1 (@] 1 = 1 =2 Pl 1 =
= = T 1
a b
1 =2
(@] 1
i7" (@]
<} =5
stack stack
before after
a =)

(d) LRU Approximation Page Replacement

0 Reference bit
[J With each page associate areference bit, initialy set to 0

[J When page isreferenced, the bitissettol
0 When a page needs to be replaced, replace the page whose reference bitis 0
0 The order of use is not known , but we know which pages were used and which were not used.

(i) Additional Reference Bits Algorithm
0 Keep an 8-bit byte for each page in atable in memory.
o Atregular intervals, atimer interrupt transfers contral to OS.
0 The OS shifts reference bit for each page into higher- order bit shifting

the other bits right 1 bit and discarding the |ower-order bit.
Example:

olf reference bit is 00000000 then the page has not been used for 8 time periods.
olf reference bit is 11111111 then the page has been used atleast once each time period.
olf the reference bit of page 1is 11000100 and page 2 is 01110111 then page 2 isthe LRU

page.
(if) Second Chance Algorithm

oBasic algorithmis FIFO
oWhen a page has been selected , check its reference hit.
[J If O proceed to replace the page
T If 1 give the page a second chance and move on to the next FIFO page.
[J When a page gets a second chance, its reference bit is cleared and arrival
timeisreset to current time.
[J Hence a second chance page will not be replaced until al other pages are
replaced.
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(iii) Enhanced Second Chance Algorithm o Consider
both reference bit and modify bit o There are four possible
classes

1. (0,0) — neither recently used nor modified " Best page to replace
2.(0,1) - not recently used but modified [ page has to be written out
before replacement.
3.(1,0) - recently used but not modified [J page may be used again
4.(1,1) - recently used and modified [ page may be used again and
page has to be written to disk

(e) Counting-Based Page Replacement

0 Keep a counter of the number of references that have been made to each page
1. Least Frequently Used (LFU )Algorithm: replaces page with smallest count
2. Most Frequently Used (MFU )Algorithm: replaces page with largest count
L) It is based on the argument that the page with the smallest count
was probably just brought in and has yet to be used

Page Buffering Algorithm

0 These are used along with page replacement agorithms to improve their performance
Technique 1:

0 A pool of freeframesis kept.
0 When a page fault occurs, choose avictim frame as before.
0 Read the desired page into a free frame from the pool
0 The victim frame is written onto the disk and then returned to the pool of
free frames.
Technique 2:
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0 Maintain alist of modified pages.
0 Whenever the paging device is idles, a modified is selected and written to

disk and its modify bit is reset.
Technique 3:

0 A pool of freeframesis kept.
0 Remember which page was in each frame.
o If frame contents are not modified then the old page can be reused directly from the free frame pool

when needed
Allocation of Frames

0 There aretwo magjor allocation schemes
[1 Equal Allocation

[J Proportional Allocation
o Equal allocation
71 If there are n processes and m frames then allocate mv/n frames to each

Process.

[ Example: If there are 5 processes and 100 frames, give each process
20 frames.
o Proportional allocation
T Allocate according to the size of process

Let 5 bethe size of processi.

Let-m be the total no. of frames

ThenS=J 5

g =5/S*m
where & isthe no.of frames allocated to processi.

Global vs. Local Replacement

0 Glabal replacement —each process selects a replacement frame from the set of al frames; one
process can take a frame from another.
o L ocal replacement — each process selects from only its own set of allocated frames.

Thrashing

o High paging activity iscalled thrashing.
o If aprocess does not have —enough| pages, the page-fault rate is very high.
Thisleads to:
[ low CPU utilization
[ operating system thinks that it needs to increase the degree of multiprogramming
[ another process is added to the system
O When the CPU utilization is low, the OS increases the degree of multiprogramming.
o If global replacement is used then as processes enter the main memory they tend to steal frames
belonging to other processes.
o Eventudly all processes will not have enough frames and hence the page fault rate becomes very
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high.
0 Thus swapping in and swapping out of pages only takes place.

0 Thisisthe cause of thrashing.

' thrashing

CPU utilization

degree of multiprogramming

o Tolimit thrashing, we can use alocal replacement agorithm.
0 To prevent thrashing, there are two methods namely ,

[l Working Set Strategy

[J Page Fault Frequency

1. Working-Set Strategy

0 It is based on the assumption of the model of locality.
o Locdlity is defined astheset of pages actively used together.

0 Working set is the set of pages in the most recent [0 page references

o LI isthe working set window.
0 if J.too small , it will not encompass entirelocality
[ if [1 toolarge,,it will encompass several localities
Cif L = O it will encompass entire program

o D=11WsS§
1 Where WSS is the working set size for processi.
Ll Disthe total demand of frames

0 if D> mthen Thrashing will occur.

—page reference table
.26 1657777516234 1238344434344413234443444 ...

SR S | SR S |
: 3

\NS(fl)={1,2,5.6,?}1 WS(i,) = {3.,4}
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2. Page-Fault Frequency Scheme

o If actud rate too low, process loses frame
o If actud rate too high, process gains frame

L increase number
= of frames
E upper bound
o
%
o
lower bound
decrease number
of frames
number of frames i
Other Issues
o Prepaging
[J To reduce the large number of page faults that occurs at process
startup

T Prepage all or some of the pages a process will need, before they are referenced
[ Butif prepaged pages are unused, I/0 and memory are wasted

0 Page Size
Page size selection must take into consideration:

o fragmentation
o tablesize
0 1/O overhead
o locality
o TLB Reach
T TLB Reach - The amount of memory accessible from the TLB
71 TLB Reach = (TLB Size) X (Page Size)
[ Idedly; the working set of each process is stored in the TLB.
Otherwisethere is ahigh degree of page faults.
1 Increase the Page Size. This may lead to an increase in fragmentation as not all
applications require alarge page size
[l Provide Multiple Page Sizes. This alows applications that require
larger page sizes the opportunity to use them without an increase in fragmentation.
o 1/O interlock
[J Pages must sometimes be locked into memory

[ Consider 1/0. Pages that are used for copying a file from a device must be locked
from being selected for eviction by a page replacement algorithm.,
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Allocating Kernel Memory

When a process running in user mode requests additional memory, pages are allocated from the list
of free page frames maintained by the kernel. This ligt is typically populated using a page-replacement
algorithm such as those discussed in Section 9.4 and most likely contains free pages scattered throughout
physical memory, as explained earlier. Remember, too, that if a user process requests a single byte of
memory, internal fragmentation will result, as the process will be granted an entire page frame.

Kernd memory is often alocated from a free-memory pool different from the list used to satisfy
ordinary user-mode processes. There are two primary reasons for this:

1. The kernel requests memory for data structures of varying sizes, some of which are less than a
page in size. As aresult, the kernel must use memory conservatively and attempt to minimize waste due to
fragmentation. This is especialy important because many operating systems do not subject kernel code or
datato the paging system.

2. Pages allocated to user-mode processes do not necessarily have to be in contiguous physica
memory. However, certain hardware devices interact directly with physical memory—uwithout the benefit of

avirtual memory interface—and consequently may require memory residing in physically contiguous pages.
Buddy System

The buddy system allocates memory from a fixed-size segment consisting of physically contiguous
pages. Memory is allocated from this segment using a power-of-2 allocator, which satisfies requests in units
sized as a power of 2 (4KB,8KB,16KB, and so forth). A request in units not appropriately sized is rounded up
to the next highest power of 2. For example, arequest for 11 KB is satisfied with a 16 K segment

physically contiguous pages

256 KB
128 KB 128 KB
A AR
|
64 KB 64 KB
By Bp
32kB| [32KB
G Cr

Figure 9.26 Buddy system allocation.

OS Examples

Windows
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Windows implements virtual memory using demand paging with clustering. Clustering handles page faults by
bringing in not only the faulting page but also several pages following the faulting page. When a process isfirst created,
it is assigned a working-set minimum and maximum. The working-set minimum is the minimum number of pages the
process is guaranteed to have in memory.

If sufficient memory is available, a process may be assigned as many pages as its working-set maximum. (In
some circumstances, a process may be allowed to exceed its working-set maximum.) The virtual memory manager
maintains a list of free page frames. Associated with this list is a threshold value that is used to indicate whether
sufficient free memory is available. If a page fault occurs for a process that is below its working-set maximum, the
virtual memory manager alocates a page from this list of free pages. If a process that is at its working-set maximum
incurs a page fault, it must select a page for replacement using alocal LRU page-replacement policy.

Solaris

In Solaris, when athread incurs a page fault, the kernel assigns a page to the faulting thread fromthe list of free
pages it maintains. Therefore, it is imperative that the kernel keep a sufficient amount of free memory available.
Associated with thislist of free pagesis a parameter— lotsfree—that represents a threshold to begin paging. The
lotsfree parameter is typically set to 1/64 the size of the physical memory. Four times per. second, the kernel checks
whether the amount of free memory is less than lotsfree. If the number of free pages fals below lotsfree, a process
known as a pageout starts up. The pageout processis similar to the second

F

8192
fastscan

scan rate

100 1
slowscan

| |
I I I o

minfree desfree lotsfree

amount of free memory

Figure 9.29 Solaris page scanner.
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